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ABSTRACT
This paper describes how we tackled the Medical Natural Language
Processing for Real-MedNLP task as participants of NTCIR16. We
utilized BERT model for solving this task. We found that BERT
model we trained is the best results of subtask 1 with joint-F1-score.
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1 INTRODUCTION
In recent years, medical records have increasingly been converted
from paper to electronic format, increasing the importance of in-
formation processing technology in the medical field. However,
privacy-free medical text data is still scarce in non-English speak-
ing countries such as Japan and China.

In this Real-MedNLP task, organizers are restructuring the scheme
toward the ultimate goal (so-called medical AI task) of promoting
and supporting the development of practical tools and systems for
the medical industry to assist medical decisions and treatment by
physicians and co-medicals.

This task provides two core resources; (1) Case-Report corpus
(shortly MedTxt-CR) and (2) Radiology-Report corpus (shortly
MedTxt-RR). The challenges of this task are two folds as follows.

Few-resource NER (Subtasks 1 & 2) : Participants extract im-
portant information from the real medical texts. This chal-
lenge is classified into two ways: just 100 training (subtask

1) and guideline learning (subtask 2). The task is classified
by the amount of training data (small data or no data)

Applications (Subtask 3) : This challenge was designed from
the practical viewpoints. For case reports, the organizers de-
signed an information extraction task for adverse drug event
(ADE). The ADE task has been challenged through work-
shops (n2c2 2009 etc.). For radiography reports, organizers
designed case identification task, which is to detect the re-
ports originated from the same patient.

Further details of this task can be found in the NTCIR Real-MedNLP
website1 and the NTCIR-16 Real-MedNLP task overview paper[5].

We challenged all subtasks for Japanese corpora (Subtask1-CR-
JA, Subtask1-RR-JA, Subtask2-CR-JA, Subtask2-RR-JA, Subtask3-
CR-JA (ADE), and Subtask3-RR-JA (CI)) by constructing BERT-
based models. The results for some parts of subtask 1 and subtask
3 were superior to those of the other teams.

Our policy for this challenge is to investigate the feasibility of
the most standard approaches. Thus, the fundamental design of
each system is based on the standard approach, which does not
utilize any extra resources.

In terms of pre-trained models, several domain specific pre-
trained models are already developed, such as BioBERT[4] and
clinical BERT[2] in English, UTH-BERT [3] in Japanese. Although
these domain-specific models are expected to yield better results in
these tasks, in this paper, we use BERT, a more basic, non-domain-
specific pre-training model, to evaluate the model as a baseline.

2 METHODS
2.1 Subtask 1
BERT is a Transformers-based large-scale language model that
emerged in 2019[1]. It has been very successful in achieving high
accuracy on tasks in a variety of domains by fine-tuning the pre-
trained model. We approached this task by employing a simple
method that utilizes BERT.

We used the BERT pre-trainingmodel ‘cl-tohoku/bert-base-japanese-
whole-word-masking,’2 The tokenizer is Mecab3 . Fine tuning was
performed with a batch size of 32 and epochs of 20 (Subtask 1). The
number of epochs was decided by preliminary experiments that we

1https://sociocom.naist.jp/real-mednlp/
2https://huggingface.co/cl-tohoku/bert-base-japanese-whole-word-masking
3https://taku910.github.io/mecab/
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Figure 1: Subtask 3: ADE challenge for MedTxt-CR

confirmed the validation loss reached a plateau. For training, the
label of each token is trained so that loss from the correct label is
small. For prediction, given a token series 𝑋 and a label series 𝑦, 𝑦𝑖
corresponds to the label of token 𝑋𝑖 taking label 𝑦𝑖 among 𝑘 labels.
The probability is given by 𝑃 (𝑦𝑖 |𝑋𝑖 ) = 𝑆𝑖 (𝑋𝑖 , 𝑦𝑖 )/

∑
𝑆 (𝑋𝑖𝑘,𝑦𝑖𝑘). To

obtain the series with the highest probability to be the series (𝑋,𝑦),
the optimal series 𝑦∗ was obtained from 𝑦∗ = arg max log 𝑃 (𝑦 |𝑋 ).

Since we considered to use all the information in the training
set, we predicted all entities even if the task does not require to
predict the specific sorts of tags (<f>, <cc>, etc.). We believe that
this approach contributes to improving precision.

2.2 Subtask 2
We fine-tuned the same pre-trained model of subtask 1 by using
examples of the annotation guideline as a training data. However,
dataset is smaller than that of subtask 1 so that 50 epochs which are
larger than subtask 1 were required before the losses fell sufficiently.

Although we fine-tuned two models in Subtask 1 for MedTxt-CR
and MedTxt-RR respectively, we used the same model to predict
entities in the two test sets in Subtask 2.

2.3 Subtask 3
2.3.1 Subtask 3: ADE challenge for MedTxt-CR. We regard the
ADE task as a classification task for each drug. Note that we do not
handle the table structure as is. Drug by drug, the system estimates
the ADE level, consisting of 4 categories: 0-Unrelated, 1-Unlikely,
2-Probably, and 3-Definitely.

We fine-tuned the same pre-trained model of subtask 1 using
the ADE data and the case report text before and after the ADE. A
list of each ADE entity (case number, case report text, ADE entity,
ADE entity label, and ADE levels) was created as training data. For
the body of the case report, 50 characters before and after the ADE
entity were used. The training data were 117 case reports and the
validation data were 14 cases were used for validation data. The
hyperparameters of the model were max epochs 10, learning rate
1e-5, max length 128, batch size 32, and optimizer Adam.

Figure 2: Subtask 3: CI challenge for MedTxt-RR

2.3.2 Subtask 3: CI challenge for MedTxt-RR. We regard the CI
task as a binary classification task for two cases, which classify the
two cases originate from the same patient or not. To decompose
the CI tasks into micro binary tasks, we create all possible pairs of
two reports.

From 71 articles with 8 cases assigned, 648 pairs of sentences
between the same case and the same number of different cases were
created, and labels of 0 or 1 were assigned according to whether
the cases were the same or different, and data such as (text1, text2,
0) was constructed. There were 1,296 pairs of these sentences, of
which 80% were used as training data and the rest as validation data.
For the test data, 250,047 pairs between all articles were created.
The same pre-trained model of subtask 1 was finetuned for this task
determining whether the paired texts were the same. The hyper-
parameters of the model were max epochs=15, learning rate=1e-5,
max length=128, batch size=32, and Adam was used as the opti-
mizer. The pairs in the test data, (text1, text2) and (text2, text1),
were treated as different data, and both pairs were considered the
same case only if the model determined that they were identical.
Therefore, either pair was judged to be a different case if it was
determined that they were not identical. Finally, identical case pairs
containing common sentences were grouped together.

3 RESULTS AND DISCUSSIONS
3.1 Subtask 1
Table 1 shows the results of overall performance, Table 2 shows the
entity-based performance and Table 3 shows the joint entity-based
performance.

3.1.1 MedTxt-CR. The results for Subtask 1 on MedTxt-CR-JA
showed a character-based accuracy of 88.18, precision of 61.96, and
recall of 68.91. Although our method was simple, F1-score is 65.25,
which is the best result among the submission results.
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Table 1: Overall performance of subtasks 1 and 2.

Character-base Entity-base Character-base (Joint) Entity-base (Joint)
Dataset Subtask Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

CR-JA 1 88.18 61.96 68.91 65.25 86.05 56.23 62.53 59.21
RR-JA 1 95.13 87.11 87.23 87.17 93.39 83.02 83.14 83.08
CR-JA 2 69.34 20.80 31.81 25.12 65.45 16.14 24.60 19.49
RR-JA 2 89.24 60.50 69.87 64.85 80.45 45.70 45.70 46.68

Table 2: Entity-based performance (F1-score) of subtasks 1
and 2.

Subtask 1 Subtask 2
Entity CR-JA RR-JA CR-JA RR-JA

a 61.97 98.4 18.21 63.16
d 68.99 87.76 24.19 63.48

m-key 68.67 - 1.41 -
m-val 57.63 - 35.64 -
t-key 47.91 - 18.81 -
t-test 46.44 0 0 0
t-val 52.99 - 26.79 -
timex3 80.09 75.86 40.39 47.62

Table 3: Joint entity-based performance (F1-score) of subtasks
1 and 2.

Subtask 1 Subtask 2
Entity_Attribute CR-JA RR-JA CR-JA RR-JA

a 61.97 89.40 18.21 56.89
d 29.63 91.14 0 0

d_positive 62.85 80.99 20.41 56.78
d_suspicious 64.52 78.95 0.97 50.53
d_negative 59.65 82.55 2.32 0
d_general 49.68 0 0 0

m-key_scheduled 0 - 0 -
m-key_executed 58.72 - 2.44 -
m-key_negated 0 - 0 -
m-key_other 47.17 - 0 -

m-val 53.57 - 32.99 -
t-key 47.91 - 18.81 -

t-test_scheduled 0 - 0 -
t-test_executed 45.89 0 0 54.90
t-test_negated - 0 - 0
t-test_other 0 0 0 0

t-val 52.99 - 26.79 -
timex3_date 85.64 81.48 32.97 68.29
timex3_time 33.33 - 0 -

timex3_duration 55.90 0 0 0
timex3_set 65.12 - 30.14 -
timex3_age 86.61 - 26.36 -
timex3_med 64.56 0 19.63 0
timex3_misc 2.08 - 0 -

In the results for each entitywithout considering attribute, timex3
had the highest F1-score, 80.09. timex3 has a total of 1353 tags in
the training set, which results for its high value due to the large

amount of data. Although the number of d-tags in the training data
was the largest (n=2,348), the range of possible entity was slightly
lower (68.99). This is expected because it was difficult to obtain an
exact match of d-tags due to the long span of matchable entities.

In the joint entity-base, the accuracy of the character-base was
86.05, precision was 56.23, and recall was 62.53. Compared to the
results without considering attributes, none of the values decreased
significantly, suggesting that the task is only slightly more difficult
than predicting entities alone.

3.1.2 MedTxt-RR. The MedTxt-RR results for Subtask1 showed a
character-based accuracy of 95.13, precision of 87.23, and recall of
87.17. The MedTxt-RR results for Subtask2 showed a letter-based
accuracy of 95.13, precision of 87.23, and recall of 87.17.

There are two possible reasons for the higher values than in the
MedTxt-CR results. This may be because there were fewer types of
tags to predict, and the radiation report had more similar patterns.

The joint based results showed that only timex3_date, the date in-
formation, could be predicted, while timex3_duration, the duration
information, and timex3_med, the treatment-related information,
could not be predicted. This is because the number of tags in the
training set was less than two for each.

3.2 Subtask 2
Table 1 shows the results of overall performance, Table 2 shows the
entity-based performance and Table 3 shows the joint entity-based
performance.

3.2.1 MedTxt-CR. In Subtask 2, character-based accuracy was
69.34, precision was 20.80, and recall was 31.71. As in Subtask 1,
timex3 had the highest result for each entity. The results of m-key
was 1.41, which was very small. The m-val score was also relatively
good at 35.64, although the number of training data was very small
(7). This indicates that the learning process of m-val is easier than
others because the words of m-val are normally expressed as a
numerical value.

3.2.2 MedTxt-RR. In Subtask 2, the character-based accuracy, pre-
cision, and recall were 80.45, 45.70, and 45.70, respectively. Accuracy
is about 10 points lower, and precision, recall and F1-score are about
40 points lower than the results of Subtask 1, but are higher than
those of MedTxt-CR. It is surprising that such a high level of learn-
ing can be achieved from guideline examples alone.

Considering that the same model was used and the difference
was so large, we can imagine that the nature of the documents is
very different between MedTxt-CR and MedTxt-RR. Notably, the
prediction results of the models differ greatly depending on the
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Table 4: Performance of subtask 3 (ADE).

ADE (val=0) Presicion 95.21
Recall 76.04
F1-score 84.55

ADE (val=1) Precision 0
Recall 0
F1-score 0

ADE (val=2) Precision 0
Recall 0
F1-score 0

ADE (val=3) Precision 6.98
Recall 52.94
F1-score 12.33

Report-level Precision 12.73
Recall 77.78
F1-score 21.88

types of medical documents, even when the models were trained
using annotated documents following to the same guidelines.

3.3 Subtask 3: ADE challenge for MedTxt-CR
Compared to the other teams, this was the task with the lowest
value. Especially, less correct answers could be obtained for any
case other than ADE (val =0).

3.4 Subtask 3: CI challenge for MedTxt-RR
The result is 0.5415. Although the team had the best value among
the submitting teams, compared to the results of the other teams in
English, there is room for improvement.

4 CONCLUSION
This paper discusses TeamNAIST’s system for NTCIR 16 RealMedNLP
task, composed of three tasks, NER, ADE (a task to extract adverse
drug event), and CI (a task to indetify the radiology repots from
the same patient). We employed the method using BERT, which is
a basic way to solve taskes about natural language. The results of a
part of Subtask 1 and Subtask 3 was supirior to the other teams, sug-
gesting that a vanilla BERT is already strong enough, and specified
task oriented tunes are sometimes not efficient.
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