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ABSTRACT 2 RELATED WORKS

Our nukl team participated in the NTCIR-16 QA Lab-Polilnfo-3’s
question answering (QA) subtask. This paper describes the QA sys-
tem for Japanese assembly member speeches using T5. We gen-
erated answer summaries using two input types: the answerer’s
entire utterance and the answer text corresponding to the input
question. We made two T5 models for each input type and deter-
mined the final output according to the length of the answerer’s ut-
terance. Our system achieved the highest score in both automatic
and human evaluations in this subtask.
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1 INTRODUCTION

NTCIR-16’s QA Lab-Polilnfo-3 [2] (Question Answering Lab for
Political Information 3) dealt with political information and set out
four subtasks: Question Answering (QA) alignment, question an-
swering (QA), fact verification, and budget argument mining. Our
team participated in the QA subtask.

We previously participated in NTCIR-14’s QA Lab-Polilnfo and,
during its summarization task, developed a new summarization
system: Progressive Ensemble Random Forest (PERF) [9]. Our sys-
tem achieved the best performance in the ROUGE (Recall-Oriented
Understudy for Gisting Evaluation) score evaluation. We also par-
ticipated in the dialog summarization subtask in NTCIR-15’s QA
Lab-Polilnfo-2, where we applied PERF and achieved good perfor-
mance, but did not outperform the system using deep learning [8].

The QA subtask in QA Lab-Polilnfo-3 is formally a QA task, but
it requires an answer summarizing the answerer’s utterance rather
than a simple answer phrase. Thus, we considered this subtask as
a type of summarization task. However, rather than apply PERF,
we used T5 [11] based on deep learning.

We applied two methods to the task: one directly using T5 and
the other using T5 with a QA alignment result by another system.
Finally, we proposed a system that integrates the two methods,
which achieved the best results in automatic and manual evalua-
tions.

This paper is organized as follows. In Section 2, we discuss re-
lated works. Next, we describe our proposed methods in Section 3
and their experiments in Section 4. We provide discussion in Sec-
tion 5 and, finally, we conclude in Section 6.
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This section briefly discusses past works on QA and summariza-
tion.

2.1 Related Works on Question Answering

QA has been actively studied. Deep learning studies are prevalent
and many studies use pre-trained models. For example, a study
using the pre-trained model T5 [11] achieved state-of-the-art in
the QA task SQuAD [12].

In tasks such as SQUAD, QA systems search relatively short text
to answer questions. On the other hand, in Polilnfo-3’s QA subtask,
QA systems need to search long text, including multiple topics and
multiple answerers’ answers. Therefore, it is uncertain whether a
conventional system such as T5 can be directly applied to this QA
subtask.

2.2 Related Works on Summarization

This Polilnfo-3’s QA subtask is called a QA task, but it requires an
answer summarizing the answerer’s utterance rather than a simple
answer phrase. In that sense, it can be said to be a kind of summa-
rization task.

Polilnfo [3, 4] and Polilnfo-2 [1] offered summarization subtasks
for the Japanese assembly minutes.

The summarization subtask in Polilnfo was an ordinal summa-
rization task. Although one speaker’s utterance includes multiple
questions or answers, the input in this subtask is only one question
or answer text.

The summarization subtask in Polilnfo-2 was different from Poli-
Info and is called dialog summarization. Its purpose is to summa-
rize a transcript based on the dialogue structure, which consists
of an assembly member’s question and a prefectural governor’s or
superintendent’s answer. When the speaker’s utterance includes
multiple questions or answers, we need to find the most relevant
text to the input subtopic and summarize it. This task requires sum-
marizing both a question and its answer.

The Polilnfo-3’s QA subtask gives us a question’s summary and
requires us to output its answer. The input question’s summary
is more useful than a subtopic in the Polilnfo-2’s subtask, so we
can use another approach to find an appropriate text from the an-
swerer’s utterance that contains multiple answers.

3 PROPOSED METHODS

Since the T5 model achieved a good summarization result, we use
it to summarize the answer text. Thus, the problem we tackled next
is how to find the answer text area from the input answerer’s ut-
terance.

As described in the overview paper [2], when an input ques-
tion is given, its answerer’s name is also provided, making it easy
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to find the answerer’s entire utterance. Of course, this utterance
contains several answers, so we need to find an appropriate text
aligned to the input question. We propose two approaches to this
problem and ultimately choose one depending on the length of the
answerer’s utterance.

We describe the two approaches in Sections 3.1 and 3.2, respec-
tively, and illustrate how to choose the appropriate one in Sec-
tion 3.3.

3.1 Method 1: Input the Entire Utterance

The first method is to input the answerer’s entire utterance into T5,
which will make T5 find an appropriate text for summarization.

We concatenate the input question, its subtopic, and the an-
swerer’s entire utterance using a comma (,) as a separator. Note
that subtopics are given with questions. The input question is a
summary of the actual question utterance. Since this summary as-
sumes a subtopic, the keywords in the subtopic are often omitted.
Therefore, we considered it would not be easy to find an appropri-
ate text from the answerer’s utterance only with the summarized
question, so we provided a subtopic with the input.

Then, we tokenized the concatenated text by SentencePiece [5]
and input it into T5. However, an entire utterance can be long and
sometimes exceeds the input limit of T5, so we selected the maxi-
mum number of last sentences from the utterance within the limit.
We chose the last sentences because, in assembly, answerers often
first touch on the topic of the question, then talk about the cur-
rent situation, and finally talk about solutions or future measures.
Thus, the last sentences are usually essential.

Figure 1 shows the details, where the input is the entire utter-
ances of a governor’s answer on September 26, 2001, and contains
123 sentences. The limit is 1,024 and the ‘sum of the number of to-
kens’ indicates the sum from the last sentence. The sum of the last
22 sentences is less than 1,024, but that of the last 23 sentences is
more than 1,024, so we used the last 22 sentences for the T5 input.

3.2 Method 2: Input Aligned Text

The second method uses the result of the QA alignment subtask in
Polilnfo-3, where we leave the alignment between questions and
answers to the QA alignment system and make T5 only summarize.

The QA alignment system divides questioners’ utterances into
some questions and answerers’ utterances into some answers, re-
spectively, in the assembly minutes. Then, it aligns questions with
their corresponding answers. This result gives us the appropriate
answer text for the question. However, an input question in the
QA subtask is not a separate question but its summary. Figure 2
shows an example.

We therefore found the original question text for the input ques-
tion by calculating their similarity. We used word matching consid-
ering duplication as follows: First, we did morphological analysis
of the input question by MeCab [6]! and picked up content words
whose part-of-speech is noun, verb, adjective, quasi-adjective, ad-
verb, or adnominal adjective. We also did morphological analysis
of the original question and picked up content words.

!We used the SentencePiece tokenizer for T5 but, because it does not offer parts-of-
speech, we used MeCab to calculate the similarity.

221

. #of Sum of

Tokenized Sentence Tokens | Tokens

RNT . FEEE O W ICOWT . SRE R BVET, 35 1052
SEE. HEEEORANHE . . FR3 Ve, 128 1017
REIWCHHK LT, dor RELRAME. L ob ER &, 18 889
ZN T, Tz EBI DB v fbhhouhrsh e, 32 871
BANF TSP FT2INE D, b h ., 26 839
REIWCHKE LT, Y2 FETE-EL 2T IWVweE, 32 813
ZhzfTobe 5 TEHWRX..X2%2/{RNTLEI, 28 781
RKNT, SHOBHIED .. TE2ZeTHIET, 51 753
INET. B HE S5 HSE L Fn D L, 38 702
S/ IOLLEEE. AilE. BEE. B 3, 45 664
BT LELZBRAT O, <unk>.. 225 FeR0ET, 21 619
JNT B AL R SO R OWE L 2 s BFrBLET, 28 598
ZOUBEFCHEE I A —N= T T BT B ¥7, 85 570
S, MENEE THICEE LE . 2E->TED £75, 22 485
ZDEDICDH, FHRNEHRECvAX— FEVET, 38 463
BT RO 4. 20k oM L BuET, 85 425
SEORE D 250V M. eBoTEY ¥7, 12 340
BRI . Bl WAL REDARXA=Y W TB) £F, 46 328
MR ZE BIEFIC B RD . TCLRFERR LIS, 75 282
7272, AR XA, HILLWKRE LEZTOWEEE v, 48 207
VEE Al R, 22 CERCEER 2O v, 28 159
—H . TRV DL, EIVRRHFLTEY 25, 118 131
ZOMD B i2onwTiE, HE R NE ..ERVWEZLET, 13 13

Figure 1: Example of Text Shortening

Second, we counted up the number of content words in both the
input and the original questions. If a word occurred in the origi-
nal question twice, we counted it only once. However, if a word
occurred in the input question twice, we counted it twice because
duplicate occurrence in the input question is important. We con-
sider this number a similarity and find the most similar one from
the questioner’s questions.

Third, we found the corresponding answer to the question using
the result of the QA alignment subtask.

Finally, we concatenated the input question and the answer as
we did in Method 1 and input it to T5. Notice that we did not use a
subtopic in Method 2; we used it as a clue to find the appropriate
text in Method 1, but the QA alignment system finds the appropri-
ate text so we do not need it. If the concatenation was longer than
the limit, we shortened it as in Method 1.

3.3 Proposed Method: Mixed

Method 1 and Method 2 each have their drawbacks. In the case
of Method 1, if the answerer’s utterance is long, its beginning is
deleted, so the part that should be summarized may be missing
from the input. In the example shown in Figure 1, only 22 sentences
out of 123 sentences are used and the rest are not. In the case of
Method 2, if the result of the QA alignment subtask is wrong, it
results in the wrong answer.

Therefore, we considered selecting both methods according to
the length of the answerer’s utterance; we call this method the
proposed method. The parameter 6 indicates the threshold of the
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Subtopic
l PESEARL ‘

Input Question (Summary)
HUNBE < DB SEIRFLE O BRI RO & B H 2t R
o< DEMDAIZ,

Original Question (from the Minutes)

BRI « MREBEREIREEAICOVWTBRAVWLET,
HEFBICB O THNEEDO NN Z LD 2RO, B
FHOMFR L FEORETH D £3, BFD7a— Uk, ICT £
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MR ELZET 2R TR EROFNMEERINC B 2 HAN R E
2%, HEONRETH 2HHSOBED KM 7240612 LCHl
ETBHI LMD TEETY, £ BRARINT LEHLSH
FHH TSN & 2 AR DEHRE F v F > 7BV Tid, B
HOAX— 7y FRE. 2% b, FHAIERREOH IS h
TEO T, ZOHEEFRRT 27201201%, #HAICBIT 2 EEDE
BEAEL L. KTRE, TR, AIEIEBRELRY, SEZXFER
BREMEHE L, FilhA I/ R—Yarer=a—ry I3
VF v —EPLEAMNTREEMEED ZLEDIH D T, T/
rUNMVBZE, MBI, HINREE XA 5 L dic. HIROES
LdHZZTEY T, MAEEOFEECLNES R, HRoEs 5
KDIRRDPTZEDTERVAMTIDD 5, e LT, &HIC
BIF3ERICE DS, FhBE. MNIKEEOERERN L. 0o
b, BEPWRTALEZEDL LT, KEDVWEFENDDHS
g ED>< D, EROAIHICH EMIICI D HrRE L E 2 %
FTH, HEORBEFRVE T,

Bold words indicate that they appear in the input question.

Figure 2: Example of Input Question and Its Original

Table 1: Experimental Setting

Maximum input length | 1,024 tokens
Maximum output length 64 tokens
Number of epochs 4
Batch size 2

number of characters. If the answerer’s utterance is longer than 0,
we used Method 2; if not, we used Method 1.

4 EXPERIMENTS

This section describes our experimental setting and the formal run
results.

4.1 Experimental Setting

We used the GPU environment of Google Colaboratory and a pre-
trained T5 model with published Japanese data®. We used pre-
trained SentencePiece [5] with Japanese data as a tokenizer since
the T5Tokenizer was built based on SentencePiece. Table 1 shows
the experimental settings.

Zhttps://huggingface.co/sonoisa/t5-base-japanese
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Table 2: Scores in the Formal Run (ROUGE F-measure)

ID System ROUGE-1-F
310 | Proposed (6 = 2,000) 0.3132
313 | Proposed (6 = 2,500) 0.3129
311 | Proposed (6 = 1,000) 0.3051
266 | Method 1 0.2823
316 | Method 2 0.2787
288 | ditlab 0.3013
190 | AKBL 0.2306
166 | TO 0.0767

Method 2 requires a QA alignment result; we used the ID 235
result submitted by the AKBL team [10], which achieved the best
score.

Our proposed method uses threshold 6, where we chose 1,000,
2,000, and 2,500 because we set the maximum input length as 1,024
tokens. We surmised that the number of tokens may be less than
1,024 if the length of the input text is less than 2,500. We also tried
Methods 1 and 2 for comparison.

The number of training data in Method 1 is 7,627 tuples, con-
sisting of an input question, its subtopic, its answerer’s entire ut-
terances, and its correct answer. The training data in Method 1 is
all data from 2001 to 2019 provided by Task Organizer [2]. The
number of training data in Method 2 is 2,171 tuples, consisting of
an input question, appropriate answer text, and its correct answer.
We consider the gold data of the QA alignment subtask as the ap-
propriate answer text. Task Organizer provided the data only from
2011 to 2016. Thus, the training data in Method 2 is smaller than
that in Method 1.

The number of test data is 416, as described in the overview

paper [2].

4.2 Experimental Results

In the Polilnfo-3 QA subtask, there are two types of evaluation.
One is automatic evaluation using the ROUGE-1 F-measure [7] and
the other is the human evaluation of four people.

Table 2 shows the automatic evaluation result. ID 166 indicates
the baseline result submitted by Task Organizer. IDs 288 and 190
indicate the highest score by other teams.

The proposed method (6 = 2,000) achieved the highest score
in this automatic evaluation and we submitted its output to the
human evaluation.

Method 1 was inferior to the proposed method. This is because
an answerer, especially a governor, sometimes answers many ques-
tions, but Method 1 only uses the last sentences, as shown in Fig-
ure 1. We will discuss the input length in the next section.

Method 2 was inferior to the proposed method and Method 1.
We think this was caused by the training data size and will discuss
it in the next section.

Table 3 shows the human evaluation results, where ID 310 indi-
cates the result of the proposed method (6 = 2,000). All other re-
sults are described in the overview paper [2]. The proposed method
also achieved the best result among the participants.
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Table 3: Scores in the QA Subtask in the Formal Run (Human Evaluation Results)

D | Team Correspondence Content Well-formed Overall
A B C  Score | A B C Score | A B C  Score | A B C  Score
Gold 377 20 3 774 | 208 170 22 586 | 391 8 1 790 | 217 164 19 598
310 | nukl | 363 25 12 751 | 138 211 51 487 | 381 19 0 781 | 148 203 49 499
288 | ditlab | 348 33 19 729 | 138 200 62 476 | 379 17 4 775 | 142 200 58 484
269 | ditlab | 346 31 23 723 | 129 209 62 467 | 384 16 0 784 | 136 207 57 479

190 | AKBL | 320 42 38 682 | 104 196 100
166 | TO 83 77 240 243 4 58 338

404 | 381 6 13 768 | 103 203 94 409
66 99 33 268 231 4 36 360 44

5 DISCUSSION

In this section, we discuss our experimental results. We first check
the output of the proposed method in Section 5.1 and then investi-
gate the distributions of the input utterances in Section 5.2. In Sec-
tion 5.3, we describe which method is used in the proposed method.
Finally, we carry out an additional experiment using the gold data
of the QA alignment subtask in Section 5.4.

5.1 Example Outputs

Figure 3 shows some examples of the proposed method’s outputs.
We provided the English translation. The proposed outputs are
good answers in Examples 1 and 2. In Example 3, the output re-
sembles the gold standard but the year is wrong, where “27 4£” in-
dicates “Heisei 27 (2015)” and “2 4F” indicates “Reiwa 2 (2020).” This
mistake might cause fake news, but it is not easy to correct. Neural
summarization systems or neural translation systems might out-
put the expression, but not in the original. In addition, in this case,
the year was indicated by “>K4F: (next year)” in the original text, so
we need to determine the specific year using non-textual informa-
tion.

5.2 Distribution of Input Utterances

Since the maximum input length limit for T5 is 1,024 tokens in our
experiments, we selected the last sentences as the input for some
long utterances. We investigated the distribution of the sentence
length of the training and test data as shown in Figures 4 and 5.
Figure 4(a) shows the distribution of the utterance length of the
training data. The maximum limitation of T5 was also applied in
the training process, so we shortened the training data. Figure 4(b)
shows the distribution. Sentences over 1,024 tokens were short-
ened and included in the histogram into 800-1000 or 1000-1200.
Figures 4(c) and 4(d) show the same data in Method 2. Notice
that the number of training data in Method 2 is smaller than that in
Method 1 as described in Section 4.1. Since the input in Method 2
is selected text from the speaker’s entire utterances, its length is
shorter than that in Method 1 and most are below 1024 tokens.
Figure 5 shows the distribution of the sentence length of the
test data. While the original data in Method 1 includes some long
sentences, that in Method 2 has no long sentences. These results
imply that 1024 tokens are enough for Method 2.
Figure 5(e) shows the distribution in the proposed method, where
Method 1 applied shorter sentences and Method 2 applied longer
sentences.
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5.3 Choice of Method 1 or Method 2

Our proposed method chooses the summary from the results of
Methods 1 and 2 by the length of the answerer’s utterance. Table 4
shows which method was chosen in the test data consisting of 416
sentences. Although we chose the methods by the character length
in the formal run, we should choose them by the token length.
Thus, we investigated the test data’s token length and, fortunately,
the result was the same as that of 2,000 characters, as shown in the
last row in the Table 4.

We also investigated whether Method 1 or Method 2 was ap-
plied to the 100 sentences evaluated by the four people, as shown
in Table 5. Notice that using Method 1 indicates that the answerer’s
entire utterance is shorter than 2,000 characters. Table 5 illustrates
that Method 1 produced a better result than Method 2, which im-
plies that T5 can find appropriate text for summarization without
the result of the QA alignment subtask for short utterances.

5.4 Using Correct Alignment

In the formal run, we used the AKBL team’s QA alignment result,
which included some mistakes. After the formal run, the gold stan-
dard data of the QA alignment task was opened, so we used it for
our methods, as shown in Table 6.

The gold data improved both the proposed method and Method 2.
Although Method 2 with the gold data used the correct input data,
it is inferior to the proposed method. This is because the training
data size in Method 1 is larger than that in Method 2. The proposed
method used Method 1 for shorter utterances, which produced bet-
ter results than Method 2. This suggests that more training data for
Method 2 may improve our system.

6 CONCLUSIONS

This paper described our QA system for the NTCIR-16 QA Lab-
Polilnfo-3. We used T5 to summarize the answer text, where the
input was chosen from an answerer’s entire utterance or corre-
sponding text to the input question by the length of the utterance.
We achieved the best performance in both the ROUGE-1 F-measure
evaluation and the human evaluation.

We consider that increasing the correct answer data of the QA
alignment will improve performance. In addition, we will solve the
problem of determining a correct value for notations such as “this
year:
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Figure 3: Example of the Proposed Method Outputs and Their Human Evaluations

Table 4: Selected Method

Threshold 6 Method 1 | Method 2 | Ratiof
1,000 characters 184 232 0.44
2,000 characters 277 139 0.67
2,500 characters 296 120 0.71
1,024 tokens 277 139 0.67

Ratiot indicates the percentage of test data to which Method 1 was applied.

Table 5: Comparison of Methods 1 and 2

Method # of Correspondence Content Well-formed Overall
answers A B C A B C A B C A B C
Method 1 (< 2,000) 75 | 278 28 4] 111 165 24 | 282 18 0| 120 157 23
(ratio %) 92.7 6.0 1.3 | 37.0 55.0 8.0 | 940 6.0 0.0 | 40.0 523 7.7
Method 2 (> 2,000) 25 85 7 8 27 46 27 99 1 0 28 46 26
(ratio %) 85.0 7.0 8.0 | 27.0 46.0 27.0 | 990 1.0 0.0 | 28.0 46.0 26.0
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Table 6: Scores with Correct Alignment Data

system ROUGE-1-F
Proposed (8 = 2,000) with gold data 0.3333
Proposed (6 = 2,000) 0.3132
Method 2 with gold data 0.3049
Method 1 0.2823
Method 2 0.2787
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