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ABSTRACT

Retrieval effectiveness depends on how terms
are extracted and indexed. For Chinese text (and
others like Japanese and Korean), there are no
space to delimit words. Indexing using hybrid terms
(i.e. words and higrams) were able to achieve the
best precision amongst homogenous terms at a
lower storage cost than indexing with bigrams.
However, this was tested with conjunctive queries,
using a small test data set. Here, we extended the
vector space model using the cosine measure, for
processing hybrid terms. We also introduced
weighting based on the length of the term. Our
evaluation shows that the averaged precision of
hybrid term indexing is about the same as the best
precision, achieved using bigram indexing, but
incurring less storage (about 61% of the storage for
bigram indexing). The precision performance of
hybrid term indexing is consistently better than that
of word indexing, even though their storage cost is
about the same. Ranking based on the length of the
query terms dlightly improves the retrieval
effectiveness of hybrid term indexing but degrades
the retrieval effectiveness of word indexing. Even
though our best performance is the worst compared
with that of the other participants, this may be due
to some common factors across different indexing
strategies (e.g. stop words, term weights and query
term processing), and may not be due to the
indexing strategies that we are evaluating.

Keywords. Chinese information retrieval,
indexing, IR models, and evaluation.

1. Introduction

Chinese documents are becoming widely
available in the Internet. Chinese newspapers in
different parts of the world are now accessible on-
line, for example Ming Bao in Hong Kong, Lianhe
Zaopao in Singapore, Renmin Raobao in mainland

China, China Times in Taiwan and CANews in
USA. There has been rapid development of Internet
in China, Hong Kong, Taiwan and Singapore.
Y ahoo! has set up its Chinese portal in Hong Kong
to capture this growing market.

With the increasing large amount of information
on the Internet, an apparent problem is to find the
relevant information via the Internet. Chinese
information retrieval is becoming more important
in the advent of this development. Indexing
techniques using inverted file, model-based
signature [1], superimposed coding signature [2],
variable bit-block compression signature [2] and
pat-tree [3,4] were modified to index Chinese
(Japanese) documents, as well as mixed Chinese-
English documents.

In general, these indexing techniques only affect
the storage and speed performance and occasionally
there is trade-off between this performance with
retrieval effectiveness (e.g. recall and precision).
On the other hand, defining what terms to index in
the document directly affect retrieval effectiveness,
with the exception of PAT-trees [3,4], which incurs
asignificant storage overhead.

Recently, research work [5,6,7] compared the
retrieval effectiveness using different types of terms
(i.e. characters, bigrams and words). In general,
retrieval based on characters has the best recall
where as retrieval based on words or based on
bigrams has the best precision. Unlike words,
bigrams do not have the out-of-vocabulary problem
but they incur significant storage overhead. To
overcome the shortcoming of one type of terms
over the others, research workers have merged the
retrieval lists from different indexed terms. Leong
and Zhou [8] have found little improvement in
merging retrieval lists but Kwok [5] have found
significant improvement when merging retrieval



lists of words and bigrams. One disadvantage of
merging retrieval listsis the high overhead to store
two indices and to process 2 lists of results.
Recently, Tsang et al. [9] proposed to merge the
index, instead of the retrieval lists. Effectively, the
index contains different types of terms and it is
cadled a hybrid index. Instead of exhaustive
indexing, bigrams are extracted only at locations
where the out-of-vocabulary problems are likely to
occur. In this way, the index size and bigram
dictionary size are kept low, and the retrieval
performance can still be improved (around 10% in
terms of precision). However, the evaluation was
carried out for conjunctive queries.

In this paper, we will explore the use of hybrid
term indexing for 2 general types of IR models: the
extended Boolean model and the vector space
model. In the next section, we will give a brief
review of hybrid indexing. In section 3, we will
describe how the 2 general types of IR models are
extended for hybrid term indexing. In section 4, the
evaluation of using hybrid term indexing, for the 2
types of IR models are reported. Finally, we
conclude.

2 Hybrid Term Indexing

From previous work, it is clear that words are
the preferred index terms if there is no out-of-
vocabulary problem. To solve the out-of-
vocabulary problem, words can be extracted
automatically [10,11] but there are concerns about
the recall performance of automatic extractions or
the concerns about the scope of word formation
rules [12]. Instead, we propose to use bigrams to
solve the out-of-vocabulary problem. Bigrams have
the advantage that it is a completely data-driven
technique, without any rule maintenance problem.
Bigrams can be extracted on the fly for each
document. There are no requirements to define a
somewhat arbitrary threshold (or support) and there
is no need to extract and test any templates for
word extraction.

However, bigrams have high storage cost. To
reduce this effect, bigrams and words are not
exhaustively indexed in the document. Instead,
bigrams are extracted at parts of the documents
where the out-of-vocabulary problem is likely to
occur. One method is to extract bigrams only at
regions where the Chinese phrases or sentences are
segmented into individual character sequences. In
this way, the number of extracted unique bigrams
are reduced and therefore the storage cost is kept
low. This idea of extracting information from
single-character sequences was already applied in

word extraction [13] but it was not applied in
indexing for information retrieval.

Input:  Document d and the word dictionary D

Output: Indexterms{w} E { b}

Method: Word and Bigram Indexing

Step 1 Segment text into sequences s

Step 2 For each sequence s, of Chinese charactersin the
document d do

Step 3 Segment s, using the word dictionary D

Step4  For each wordwi D matched in s, do

Step 5 if [w| > 1 character and w is not a stop
word then

Step 6 Index w

Step 7 end

Step 8 For each single-character segmented substring

Skm N S do

Step 9 if |sxm| > 1 character then

Step 10 For each bigram b in s, do

Step 11 Index b

Step 12 end

Step 13 else

Step 14 if sqm isnot astop word then

Step 15 Index smasawordwi D

Step16  end

Step 17 end

Algorithm A. Word+bigram indexing.

Algorithm A summarizes the discussion of
using both word-based indexing and bigram-based
indexing. Note that Algorithm A does not index
single-character words unless the single-character
segmented substring is a single character and it is
not a stop word. To secure better recall instead of
precision, Algorithm A can be changed to index all
single-character words that are not stop words. In
this case, step 5 of Algorithm A is modified to:

if wisnot astop wordthen,

and steps 13, 14 and 15 can be del eted.

3 IR Model Extension

Two common IR models, weighted Boolean and
the vector space model, can rank documents
according to their similarities with the query. We
will examine the vector space models based on the
COSine measures.

3.1 Weights

To compute the similarity S(q,D) between the
query q and the document D, both models rely on
assigning weights to the index terms and the query
terms. Typically, the index terms are weighted [14]



by the term occurrence frequency and by the
inverse document frequency asin Equation 1:

W(ti’Dj):ti,j' dj (@)

where t;; is the occurrence frequency of term t; in

document D; and d; is the inverse document
frequency of theterm t;.

In the hybrid term indexing, different types of
term have different importance if they are matched.
For instance, an index term, which is a long word,
is a reliable indicator of relevance because it is
seldom to match any long sequences and this type
of term is likely to be technical terms or proper
nouns. In addition, since theindex termisaword in
the system dictionary, it was applied in word
segmentation, instead of exhaustively extracted
using a sliding window. Thus, it is more difficult to
find a match and hence it is more reliable. On the
other hand, bigrams were extracted exhaustively at
specific regions of the text. To reflect their relative
importance, we assign a scale weight z(t) in
addition to the weight w(t,D;) so that the total
weight W(t;,D;) becomes Equation 2.

W(t,D;) =zt)" wt,D;) (2

Smaller scale weights are assigned to bigrams
compared with the weights of 2 character words.
Since bigrams are more discriminating than single
character words, we assign a larger scale weight to
bigrams. For evaluation, if the index term is a
bigram, it is assigned with a weight equals to 1.5.
Otherwise, the index term is assigned a weight
equalstoitslength.

3.2 Vector Space Model Extension

In the vector space model, extension is needed
when the query term is not an index term. Similar
to the Boolean model, word segmentation is applied
to that query term and the bigrams are extracted
from the single character sequences. Since the set
of related index term extracted from the query term
must al occur, we consider the index terms are
conjoined together. For simplicity, the conjunction
is evaluated using the Fuzzy model (i.e. taking the
minimum of the weights of all the related index
terms).

Formally, the cosine similarity C(.,.) is extended
and isdefined asin Equation 3:

& min {w(x)" W(x,D))}
C(Q.D;) == len(Q,D;)" |D; | 9

where |D] is the vector length of the document D
and the vector length of Q is now modified to form
Equation 4.

len(Q D) = & g%v(x)z | x =argminfw(y)” W(y, DJ)}E 4

qiQ yiq

Note that len(Q,D;) depends on the document D;

since the identification of the index term x depends
on the particular document D;.

For simplicity and speed of computation,
typicaly, w(x) is set to a constant, which is equals
to w(qg). Since the ranking is not affected by any
monotonic scaling, len(Q,D;) and the weights w(x)
can be discarded. In this case, the new cosine
similarity C' (.,.) can be simplified to Equation 5:

é ﬁ%g){w(xi D j)}
C@D) =" (5)

4 Evaluation

Based on the NTCIR Workshop 2 test data, we
examined performance of various types of query
(i.e. title queries and very short queries) and
indexing strategies (i.e. word, bigram and hybrid).
The test data occupies about 490M bytes and
evaluation was carried out using 50 queries.

4.1 Space efficiency

Table 1 shows the storage cost of the inverted
index and the dictionary in megabytes. It is well
known that bigram indexing has the largest storage
cost. Surprisingly, hybrid term indexing incurs less
index storage than that of words indexing. Since
there are bigrams in hybrid term indexing, the
storage cost of the dictionary for hybrid term
indexing is much larger than that of word indexing.
The overall storage cost of hybrid term indexing
(i.e. index plus dictionary storage cost) is about the
same as that of word indexing (c.f. 223 versus 228).
Hybrid term indexing is only 61% of the total
storage of bigram indexing.



Index Strategy Index Size | Dictionary Size
(Mbytes) (Mbytes)

Word 224 4

Bigram 364 56

Hybrid 202 21

Table 1: Storage cost (in megabytes) of the
inverted index and the dictionary.

4.2 Retrieval Effectiveness
4.2.1 General Results

Figure 1 shows the recall-precision curve for
title queries. Since there are a number of indexing
strategies, the results appeared cluttered. We
summarise the performance in terms of the 11-point
averaged precision values.

60% | Titte Queries

55% —— Hybrid —

50% 9 —=— Hybrid (Length) ||
—~—Word

5% \!\\ Word (Length) |

40% —— Bigram
35% \\\
30%

T
25% ‘%

Precision

20% \

15% \

10% T T T : 1
0.0 02 04 Recall 06 08 10

Figure 1. Precision-recall curve for title
gueries.

Table 2 shows the 11-point averaged precision
of various indexing techniques for title queries. The
best-averaged interpolative precision is 30.5%,
achieved using hybrid term indexing, with length
weighting, for both rigid and relaxed judgement.
However, the best and the near best performance
were not substantially different (within 1%). For
title queries, we can say that hybrid term indexing
is as good as bigram indexing up to this point.
Apart from interpolative precision, there is also the
averaged top N document precision values for
comparison. Typically, the 11-averaged
interpolative and 11-point averaged the top N
document precision values follow similar trends but
the former usually has a higher value than the latter.
Bigram indexing does not have any length
weighting since each bigram has identical length
(i.e. 2 characters) and length weighting would have
no effect on the ranking of documents.

Table 3 shows the 11-point averaged precision
of various indexing techniques for very short
queries. In this case, bigram indexing achieved the
best 11-point averaged precision of 45% and 55%
for rigid and relaxed judgement, respectively. The
second best performance is within 2% lower than
the best, which is achieved by hybrid term
indexing, with length weighting.

Indexing Hybrid Word Bigram
Length N Y N Y N/A
Weighting

Inter. |Rigid 29.9%| 30.5%) 29.9%]| 29.3%| 29.2%

Relaxed | 41.2%| 41.5%|40.1%|39.0%| 41.0%

Doc |Rigid 15.3%| 15.7%] 16.1%| 15.4%| 15.1%

Relaxed | 28.3%| 28.6%|29.0%|28.0%| 28.7%

Table 2: 11 point averaged precision for
title queries. Key: N/A for not applicable,
Inter means interpolative precision, Doc
means top N document precision, Rigid
refers to rigid judgement results and Relax
refers to relaxed judgement results.

Indexing Hybrid Word Bigram

Length Weightingl N Y N Y N/A

Inter. |Rigid 42.0%( 43.2%)] 40.7%| 37.8%| 45.3%

Relaxed | 52.4%| 54.1%)| 50.4%| 47.2%| 55.5%

Doc |Rigid 21.9%)] 22.9%]| 21.9%] 19.6%| 23.8%

Relaxed | 35.5%] 36.9%| 35.3%| 33.1%| 37.7%

Table 3. 11-point averaged precision for
very short queries.

4.2.2 1sHybrid Term Indexing Better?

Table 4 shows the 11-point averaged precision
of hybrid term indexing minus that of other
indexing strategies for title queries. On average,
there was an insignificant better precision of 0.4%.
The best case is the performance of hybrid term
indexing with length weighting against word
indexing with length weighting. In this case, there
were consistent better performance across
interpolative and top N document precisions, as
well as between rigid and relaxed judgement
results.



For very short queries, hybrid term indexing
appeared to have a slightly better precision against
word indexing, across interpolative and top N
document precisions, as well as rigid judgment
results and relaxed judgment results. However,
hybrid term indexing is performing worst than
bigram indexing, consistently across interpolative
and top N document precisions, as well as rigid
judgment results and relaxed judgment results.
Even though the overall difference in 11-point
averaged precision between hybrid term indexing
and other indexing strategies is positive (i.e.1.1%),
the overall average is biased towards the
performance difference between hybrid term
indexing and word indexing.

Hybrid - Hybrid -
Word Bigram
Length N Y N/A Average
Weighting
Inter.|Rigid 0.1%| 1.2% 0.7% 0.7%
Relaxed || 1.2%| 2.5% 0.3% 1.3%
Doc |Rigid -0.7%| 0.3% 0.2% -0.1%
Relaxed || -0.8%| 0.6% -0.5% -0.2%)
Average (| -0.1%| 1.1% 0.2% 0.4%

Table 4: Difference in 11-point averaged
precision between hybrid term indexing
and other indexing strategies, for title
gueries.

Indexing Hybrid - Word |Hybrid -|f Average]
Bigram

Length Weight N Y N/A

Inter. |Rigid 1.3%| 6.1%| -3.3% 1.4%

Relaxed 2.1%| 6.9%| -3.0% 2.0%

Doc |Rigid 0.0%| 3.4%| -1.8% 0.5%

Relaxed 0.2%| 3.8%| -2.1% 0.6%

Average 0.9%| 5.1%| -2.6% 1.1%

Table 5: Difference in 11-point averaged
precision between hybrid term indexing
and other indexing strategies, for very
short queries.

4.2.3 Islength weighting effective?

Table 6 shows the difference in performance
between ranking with length weighting and without
length weighting, for the same indexing strategy.
Interestingly, length weighting improves the
precision of hybrid term indexing but degrades the
performance of word indexing, consistently across
interpolative and top N document precisions, as
well as rigid and relaxed judgment results. Similar
pattern can be observed for ranking with and
without length weighting for very short queries
(Table 7). In summary, length weighting slightly
improves the retrieval effectiveness of hybrid term
indexing but slight degrades the retrieval
effectiveness of word indexing.

Indexing Hybrid | Word Average

Inter. |Rigid 0.59%| -0.54% 0.03%
Relaxed 0.21%| -1.05% -0.42%

Doc Rigid 0.40%| -0.64% -0.12%
Relaxed 0.29%| -1.04% -0.38%
Average 0.37%| -0.82% -0.22%

Table 6: Difference in 11-point averaged

precision between ranking with and without
length weighting, for title queries.

Indexing Hybrid Word Average|
Inter. |Rigid 1.9%) -2.9% -0.5%)
Relaxed 1.6% -3.2% -0.8%
Doc (Rigid 1.0% -2.4% -0.7%
Relaxed 1.3%) -2.2% -0.5%)
Average 1.5% -2.7% -0.6%

Table 7: Difference in 1l1l-point averaged
precision between ranking with and without
length weighting, for very short queries.

4.3 System Comparison

If we compare the best precision of our system
with other participants, then our best performance
is the worst amongst others best. We believe that



this is due to the common factors across different
indexing strategies, instead of differences between
individual indexing strategies. First, our stop word
list is different from other systems. Our stop word
listisjust alist of single characters but it is known
that certain stop words should have multiple
characters (e.g. conjunction). Second, many other
systems used the okapi score [15] where as we used
the simple TF-1DF score for ranking, as pointed out
by Prof. Gey. Initially, we considered the use of a
modified version [16] of the 2-Poisson model.
Unfortunately, there might be some errors in our
implementation and the results were abandoned.
Otherwise, we can assess the impact of different
weighting schemes on the retrieval effectiveness.
Third, we did not use any pseudo-relevance
feedback or incorporating any concepts into the
gueries to boost the performance. Finally, our query
pre-processing is very primitive. At present, it
simply segments the query into a sequence of
terms. Some form of query term weighting scheme
should be developed to observe which query term
may be more important than others, similar to [17].

Unfortunately, very few systems report on the
storage cost and retrieval cost. So that it is hard to
visualize the trade off between additional average
precision gained and other factors. Vines and Zobel
[18] have shown that although bigram indexing has
good retrieval effectiveness, its retrieval efficiency
is not as good as other indexing strategy. Here, we
consider that hybrid term indexing is promising
since it has similar retrieval effectiveness as the
best indexing strategy, and it has substantial
reduction in storage cost compared with the most
retrieval-effective indexing strategy.

5 Conclusion and Future Work

We evaluated hybrid term indexing for the
NTCIR Workshop 2, Chinese information retrieval
task. According to our evaluation, hybrid term
indexing achieved the best or near best retrieval
effectiveness compared with word and bigram
indexing, incurring only 61% of the storage needed
by bigram indexing. The introduction of ranking
using length weights for the query terms improves
the retrieval effectiveness of hybrid term indexing
but degrades the retrieval effectiveness of word
indexing. Even though our best retrieval
effectiveness is the worst amongst other
participants best, we believe that as more
sophisticated techniques are employed, as in the
other systems, hybrid term indexing remains a
promising approach if storage cost and retrieval
speed are considered significant.

In the future, the retrieval system should be
enhanced with okapi weighting method or
regression weighting method. In addition, some
pseudo-relevance feedback should be explored.
Hopefully, this can bring the retrieval effectiveness
up by another 10% or 20%, comparable with the
other participants best. In addition, more variation
of hybrid term indexing can be experimented.
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