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Abstract

e propose two Japanese-language i nfor mation re-
trieval methods that enhance retrieval effectiveness by
using relationships between words. The first method
uses dependency rel ationships between wordsin a sen-
tence, while the second method uses proximity rela-
tionships, in particular the ordered co-occurrence in-
formation of words in a sentence as an approxima-
tion to the dependency relationships between them.
We construct these two methods on the Structured In-
dex, which represents dependency relationships be-
tween words in a sentence as a set of binary trees.
Sructured Index is created by morphological analy-
sis, dependency analysis, and compound noun analy-
sis. We show the result of retrieval experiments using
NTCIR-2, and discuss the effect of using relationships
between words on Japanese information retrieval.
Keywords: compound noun analysis, co-occurrence,
dependency relationships, information retrieval, mor-
phological analysis, natural language processing,
NTCIR, phrases, proximity operation, Sructured In-
dex.

1 Introduction

Because a large amount of electronic documents
has become accessible to users directly through the

Internet, it has become more important for users to re-
trieve the information they want efficiently and sim-
ply by phrasing their information needs in natural lan-
guage. The Boolean model, which is a simple re-
trieval model based on set theory and Boolean alge-

bra, does not meet these requirements, because it re

quires users to write complex logical expressions for
guery representation and presents the search output i
a disordered manner. Although there are some searc
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methods that arrange the output using a vector space
model3], there are obvious limitations in retrieval ef-
fectiveness. One reason for this is that in such retrieval
systems, only query words and their statistical char-
acteristics, such as Term Frequency and the Inverted
Document Frequency (TF-IDF), are used and the re-
lationships between the query words have been lost.

A great deal of work has been carried out on con-
structing information retrieval (IR) systems using re-
lationships between words. Farradane proposed Re
lational Indexing and defined nine categories of rela-
tions, which were based on an analysis of thought pro-
cesses, as investigated in the psychology of thinffing[ 1,
4. However, the assignment of relations was done
manually and there was no significant improvement in
retrieval effectiveness. Lu used lexical-semantic rela-
tions to connect words and build a structured repre-
sentation of documents and queri®s[9]. However, rela-
tions between words were selected manually and both
the size of the test database and the number of queries
were small. On the other hand, Myaeng et al. have
been developing a conceptual IR system that converts
a large volume of natural language text into Concep-
tual Graph representatidiii14]. In this project, natural
language processing (NLP) techniques were the main
focus of evaluation. The IR system is still at the initial
stage of development.

On the other hand, to avoid the complex and high-
cost task of NLP, some IR methods use either statisti-
cal phrases, which were derived using techniques other
than NLP, or proximity relationships between words
as an approximation to syntactic or semantic relation-
ships between words. Mitra et al. defined a phrase
to be any pair of non-function words that appear in
at least 25 documents of the TRE@-<pllectionfZ2].
However, they showed that the use of phrases in IR

r{'mproved performance by only 1%. These experi-
{nents were repeated in a separate study by Smeaton

and Kelledyib].

1Text REtrieval Conference.
URL:http://trec.nist.gov



Nonetheless, while IR for English text is at least be- .
. . . . . . Relation word : Category
ing actively investigated, studies with Japanese text are ) O« restrction
tardy and as yet inconclusive. Hyoudo et al. compared N (o)
proximity operations and dependency operations in bDooo; place
Japanese text retrievil[4]. However, because evalu-
ation was only from the viewpoint of whether cor-

\\A [J : restriction

rect dependency relationships were included in the re- - (f
[J : restriction . e
trieved documents, the effect on the general IR task (% (oﬂf)-’es‘““"”
was not clear. Hyoudo et al. also examined three other /\
prOXimity Operations: a phrase in the same dOCUment, (inforDmition) (retie?/al) (na?urDaI) (IaniuDage)(prEcgssing) (efoSct)
sentence and claufz[5]. They compared these meth- - v v * v
ods and the method using dependency operations on “*—ijj\\\ //’
the Japanese IR test collection IREEXHowever, the =
effects of the methods were not clearly analysed. Concept word

From this perspective, we think it is necessary to
conduct detailed analysis of IR methods that use rela-
tionships between words, especially for Japanese text. ~ Figure 1. Sample of a Structured Index.
In our previous research, we proposed an IR method
using dependency relationships between words and its
approximation, namely an IR method using ordered : :
cg—poccurrence informa);ion of words in a sentence. At 23" internal node in thtructured Index. .
NTCIR workshop 1, performance of our method was Using theStructurgd Index method, we can fetf'e"e
quite low and the difference between our method and & document by using dependgncy relationships be-
the TF—IDF method was also smET[10]. We analysed tweeq WOFdS.. We can also retrieve compound nouns
the result of retrieval experiments using NTCIR-1 and PY USing their meanings represented by dependency

discovered the effective scoring method using relation- "€lationships between their constituenhcept words.
ships between words on JapanesdTR[11]. However, theStructured Index method is expensive

) ) . because the index is quite large and the retrieval pro-
In this paper, we first describe our two methods. cess becomes complex. We therefore propose another
Next, we show the result of the official and unofficial PIEX. prop

runs using NTCIR=2 (Preliminary Versidland dis- solution that uses a proximity relationship, which is

A : . defined as using ordered co-occurrence information of
cuss the effect of using relationships between words L )
two words within a sentence. Because the cost of in-
on Japanese IR.

dexing and retrieval is reduced, this method would be
more practical than the method using dependency rela-
2 Overview of the Structured Indexing tionships, provided that there is little difference in re-
method trieval effectiveness between the two methods. Also,
because this method is free from the problem of im-
proving the accuracy of dependency analysis, the con-

We call the method using dependency relationships tribution of the method to retrieval effectiveness can
between wordsST. To utilize dependency relation-  pe clearly analysed. We call this methG®.

ships between words iT, we propose &ructured
Index represented by a set of binary trees that show

similarity. A relation word and its category are placed

dependency relationships between words. Fidlire 13 Indexmg

shows an example of &ructured Index for the sen- .

tence 000000000 DOO0OOODOODO’ (ef- Because th&€O method uses part of the informa-
fect of natural language processing on information re- tion of the Structure Index that is made for thesT
trieval). method, we describe the indexing metho&ofin this

In our method, words are classified into two groups, Section.
namelyconcept words andrelation words. Eachcon-
cept word represents a concept and is placed on a leaf3-1  Morphological analysis
node in theSructured Index. Eachrelation word as-
sociates twaoncept words. Relation words are also To determine dependency relationships between
classified intocategories according to their semantic ~ words, we must divide a sentence imtacept words
andrelation words. In our definition,concept words
?Information Retrieval and Extraction Exercise. include nouns, adjectives, adverbs and constituents

URL:http://cs.nyu.edu/cs/projects/proteus/irex/ : ; _
SNII Test Collection 2 (Preliminary Version) constructed by of Compound nouns. Relation words include post

NTCIR(NII-NACSIS Test Collection for IR Systems) Project. positional particles, auxiliary verbs, verbs and their
URL: http://research.nii.ac.jp/ntcir/index-en.html combinations.




Table 1. Categories of relation words and typical elements.

Category name Typical elements
restriction O (of), 0 (of), 000 (-ed), 000 (-ed)

place Oooo (on,for),00 (in,on),00 (on),0000 (interms of)
method 000 (by),D000 (using),0 000 (basedon)d OO 00O (using)
and O (and),000 (and),0 000 (and),0 (too)

purpose 0000 (for),00000O (for), 00000 (oriented)

content 0000 (about),00O0O0O0O (about)

destination 00 (to, for),0 00O (for)

source ooo (from),00 (from)

consideration OO 0O0O0O (considering) ] 0 00O (from —’s viewpoint)
subject Oooo (of,on,for),0 00000 (for)

possession 000 (with, of, using),0 0 0O 0O (with, based on)J 0 0O 0O (with)
sharing 00 (between)d 00 OO0 (sharing with),0 O O (between)
apposition oooo (as)

support 00000 (supporting),J 00 0OD0OOO (supporting)

nominative o&noa

adaptation Oo00oOoo (for),0000O (suitable for),0 00O O (according to)
possibility 000 (-able),0 00000 (capable)d 000 (capable of)

or O (or)

other O000O00O (expressedin) 00 00O 0O (whichis superior to)

aThere is no English translation equivalent to this Japanese morpheme

We employed ChaSen 1B as the Japanese mor- lation words. The comparative table oitle templates
phological analyser. Morphemes are identified@s and dependency patterns contains 1i@l6 templates
cept words andrelation words by using their parts of (62 contain tworelation words and 43 contain three
speech and a database refation words which was relation words).
constructed manually from the 3666 titles of scientific There were two relationship types for titles of at
and technical documents. We also define 18 categoriedeast tworelation words. For the first type, we could
into which relation words can be classified according assign only one dependency relationship, while for the
to their semantic similarity. We define ather cate- second type, more than two dependency relationships
gory forrelation words that cannot be classified inthe were possible. For the latter type, we determined the
above 18 categories. Talfle 1 shows the 18 categoriesdependency pattern according to the existence of a

and typical elements. general word at the end of the sentence. general
word is a less important word, such as 0’ (study)
3.2 Dependency analysis or ‘0 O (effect), which does not have a dependency

relationship with a particular word in the sentence, but

To define the dependency relationships between With the whole sentence that precedes it. We defined
concept words, we used the order oflationwordsina 23 Words aggeneral words, including the above,
sentence, ofitle template. For example, the sentence U (Proposal)and @ 0" (implementation).
‘00D000000000000000" (effect of If the dependency pattern was not identified by a
natural language processing on information retrieval) itle template, we used arextended title template in
belongs to thditle template’A O OO0 BO C' (C which a relation word is replaced with its category
of B on A) B where A, Band C areoncept words name. We defined 7&tended title templates (40 con-
or their combinations (compound nouns). We man- tain tworelation words and 33 contain thregelation
ually assigned the dependency relationships betweenWords). _ _
words to anytitle template that had two or threeela- When the dependency pattern is not determined
tion words and appeared more than three times in the €ven byextended title templates, we divide the sen-

3666 titles that were used to make the database-of tence into small parts using several heuristics, then
" _ ‘ , assign a dependency pattern to each part usthey
Japanese Morphological Analyzer ‘ChaSen . templates or extended title templates. This method is
URL: http://cactus.aist-nara.ac.jp/lab/nlt/chasen.html (in Japanese) . . . .
5The syntactic arrangement of Japanese is often different from Mportant for maintaining the effectiveness of t&E

that of English. method, because the dependency pattern given by this




method is correct locally in most cases, even if the to- where the variables in the equation are

tal dependency pattern is incorrect.
b : the documentelement (title, abstract, etc.)

3.3 Compound noun analysis SW, : the score on words given to the document
element

the score on relationships between words
given to the document elemelnt,

A compound noun is translated into a sentence by <
supplementing it with suitableslation words between
its constituent word<tL &l 7].

While compound nouns are divided into their con- Xw, : the weightofSW, , and
stituentconcept words in morphological analysis, the xr, : the weight ofSR, .
major problem with this method is in determining
whichrelation words can be inserted betweenncept 4.3 Scoring on words
words. We add theelationword ‘ 00 ’ (of) as a general

principle, because of our statistical investigation con-  \when aconcept word of the query appears in a doc-
cerning co-occurrences obncept words andrelation ument element, our system scores the element by the

wordsin compound nouns[6]. modified TF—IDF weighting defined as Efl (2).
For the dependency analysis of compound nouns,

we propose the use aford bigram statistics, which
are statistics of the frequency with which twancept
wordsin compound nouns are juxtaposed. The bigram
value can be considered to represent the strength of theyheretfidf (C.) is the modified TF-IDF scoring func-
relationship between the twamncept words in com- tion, which is in the form of
pound nouns, if enough samples are used. In our sys-
tem, we used data from 814 bigrams, which appear i Ny,
more than 10 times in 60507 bigrams collected from  fidf(C;) =log (tf (C)+ 1) log | & ) (3)
the 13615 titles. !

The whole process is performed automatically. Al \yhere the variables in the equations are
the sentences are given their dependency pattern and

W, = Jthfiolf ()3, @)

organized in the form of &ructured Index. C; : J-thconceptword inthe query,
n : the total number ofoncept words
1 when theconcept word CJ- ap-
4.1 Query form 5 = pears in the document elemént
0 otherwise,

Queries are in the form of pseudo-natural language, £(C.)
i

. : ) the frequency of theoncept word C.
such as article titles. Therefore, they are structured in d y P J

the form of a binary tree by the same process as index- in the document element
ing. Retrieval inST consists of matching the binary df(C;) : the number of documents that contain
tree of a query and a set of binary trees derived from theconceptword C; , and

documents. On the other har@® only uses the or-
dered co-occurrence information of each teemcept
wordsin those binary trees.

N, : thetotal number of the documents

4.4 Scoring on relationships between concept
words

4.2 Total scores of documents

A sentence in a document includes several depen-

First, Weﬂcalcylatg.ftfhe score oLeach (_10curfn§nt el- dency relationships, each of which is represented by
ement to re eﬁt its di er(f-:-ncer:n : © sco.rmg. 0 d gc_:u— a triplet of two concept words and arelation word.
ments. Next, the score of each element is divided into This triplet is the smallest scoring unit 8. In our

two parts: fthe scorel for thﬁ_wol;ds in thathelemegt and ;- eliminary experiment, the retrieval effectiveness was
the score for the re qﬂons Ips between the woras. As quite small when our system used only exact depen-
a result, we can venf_y the effect of the relat|onsh|.ps dency relationships in scoring documents. To gain
between words in retrieval performance by comparing more effectiveness, we assign relationships to pairs
our method with the keyword-based method. The total ¢ concept words that do not have dependency rela-

score of documerd is shown in Eq. IiL). tionships. Considering such pseudo-dependency rela-
_ tionships, we can define triplets for all pairs an-
Si= % (onty X S + X1 x SRy) @) cept words in a sentence. Using this definitioST is



equivalent toCO with dependency relationships and

442 Scoringin CO In theCO method, we calcu-

pseudo-dependency relationships. On the other hand Jate a score based on the ordered co-occurrence of two

the scoring unit ofCO is an ordered pair ofoncept
wordsin a sentence, without thelation word.

44.1 Scoring in ST In the ST method, the score
on each triplet that is matched by a triplet in the query
is calculated according to the semantic similarity mea-
sure. For this, we define two matching criteria.

First, we consider the level of matching between
two triplets. Even if two triplets have the saroen-
cept words, their semantics are often different because
of differences in their dependency relations. We there-
fore evaluate the similarity between the two triplets ac-
cording to the following three levels.

Exact Match : The tworelation words are the same.

Category Match : The tworelation words are differ-
ent but their categories are the same.

Wild Match : The tworelation words and their cate-
gories are different.

We change the scoring factor 8T to reflect the above
three levels of matching.

Second, we use the notion of importance of the
triplet in the document set that is the target of retrieval.
Because the importance of a triplet grows according
to the importance of the tweoncept words in it, we
adopt the product of their IDF scores as the impor-
tance of the triplet. In addition, considering the noise
that might be caused lgeneral words, we define the
importance of a triplet as zero if aggneral wordsare
included in it.

Using the above two matching criteria, the score of
a triplet SA(TR) that has the leftoncept word C; and
the rightC, is shown in Eq.Il).

SA(TR) = LD(TR)ID(C,,Cr) 4

where the variables in the equation are

LD(TR) the weight for the matching level of
the tripletTR

we for Exact Match
wc for Category Match
ww for Wild Match ,

the importance of the tripl&iR
in the document set

idf (C, )idf (C)gw(C,)gw(C: ) .
Nai
Iog(df(C)> , and
0 iftheconcept word C is
ageneral word
1 otherwise.

ID(C,,Cr)

(5)
idf (C)

gw(C)

concept words in a sentence. We adopt the product
of the IDF scores of twaoncept words as the impor-
tance measure of their co-occurrence. Consequently,
the score irCO is equivalent to the functiolD, which

is defined as the importance of a triplet in El. (5).

4.4.3 Total score on rélationshipsin ST and CO

We next define the similarity score between a query
and a document element with regard to relationships
between words, using the scores of all matched triplets
or pairs in the document element. From our previ-
ous research, we obtained a method of scoring doc-
ument elements that is effective for retrieval perfor-
mance [(ID]. According to the method, the score on
relationships of a document elemdxis calculated by
the following Eq. I).

R = g max{Sd(TR) : TR€ Rel; } (6)
=1

where the variables in the equation are

Relj

m

j-th triplet or pair in the query,and
the number of triplets or pairs in the query

The function max chooses the maximum score out of
all scores of triplets or pairs matched in the document
element for each triplet or pair in the query. This

method prevents the repetition of scoring by a triplet
or pair in a query and avoids the dropping of impor-

tant triplets or pairs in scoring document elements.

5 Experimentsand evaluation

We submitted ten official runs for thed task: from
STIX1 to STIX10. In this section, we show the result
of these ten official runs and several unofficial runs that
we have refined after relevance judgements.

5.1 Conditions of experiments

Document collections used i#J task are ‘ntcl-
j1.mod’ from NTCIR-1 and ‘ntc2-j0g’ and ‘ntc2-j0k’
from NTCIR-2 (Preliminary version), and the search
topic set is ‘topic-j101-150". To apply our methods to
the J-J task of NTCIR-2, we chose following three
elements from ‘ntcl-j1.mod’ and ‘ntc2-j0g: ‘TITL
TYPE="kanji"’ as the title, ‘ABST TYPE="kanji"’
as the abstract, and ‘KYWD TYPE="kanji"’ as
the keyword. We also chose three elements from
‘ntc2-jok’:  ‘PIJNM TYPE="kanji”’ as the title,
‘ABST TYPE="kanji"’ as the abstract, and ‘ KYWD
TYPE="kanji"’ as the keyword. We used the ‘DE-
SCRIPTION' field of search topics as queries. Conse-
quently, we must optimize six parameters in Hl. (1):



Table 2. The results of the official runs.

11-pt. average

0.2186 0.1959 Figure 2. 11-point average precision in a
0.1770 0.1553 2D parametric space.

STIX9 CO
STIX10 TF-IDF

11-pt. ave.
runiD  method (xw,ww) level 1 level 2 oz
(S&A) (S&A&B) 0st
STIX1 ST (0.8,0.6) 0.2309 0.2073 010
STIX2 CO (0.8,1.0) 0.2277 0.2042 017
STIX3 ST (0.8,0.7) 0.2308 0.2077
STIX4 ST (0.8,0.8) 0.2306 0.2071 1
STIX5 CO (0.7,1.0) 0.2246 0.2027
STIX6 ST (0.7,0.6) 0.2301 0.2097
STIX7 ST (0.7,0.7) 0.2309 0.2082
STIX8 ST (0.7,0.8) 0.2301 0.2075
( )
( )

XW, XWa, XW,, XI't, Xra, Xr,, Where subscripts a and
k mean ‘title’, ‘abstract’ and ‘keyword’, respectively, Table 3. Results of the optimization on
and three parameters in ERl (), wc, ww. the relevance level 1.

In NTCIR-2, relevance judgements were done in
four grade: Highly Relevant (rank S), Relevant (rank

method 11-pt. ave.(gain)xw,ww) run ID

A), Partial Relevant (rank B), and Non-Relevant (rank  TE_IDE 0.1770 (G (1.0,1.0) STIX10
C). We used two different levels of judgements: rele- gr 0.2309 (30.5%) (0.8,0.6) STIX1
vance level 1 (rank S and A are rated “relevant”) and gt 0.2309 (30.5%) (0.7,0.7) STIX7
relevance level 2 (rank S, A and B are rated “rele- gr 0.2309 (30.5%) (0.7,0.5) unofficial
vant”). CO 0.2277 (28.6%) (0.8,1.0) STIX2

5.2 Resaultsof the official runs

In our official runs, we used abstracts as the target, -« 2150 the be€O method in this case. These meth-

of retrieval, thatis, the weight of the elements in Eq. s achieved about 30% superiority over the baseline
@) were O except foxw, andxry. Here, we write STIX10.

Xw andxr, omitting the subscripts, define = 1 — xw,

and use (< xw < 1 as a parameter for scoring docu- ~ Next we tunedxw and ww for ST and xw for
ments. Our method, then, is equivalent to the TF—IDF CO to gain the maximum 11-point average precision
method whenw = 1. We use this method as the base- Using the relevance level 1 by investigating a two-

line of our system. Next, we define the weight<at dimensional parameter SpaOfW(Ver_Sl_JS\MN)- Figure
act Match (We) and Category Match (WC) to be equa| B shows the 11-point average precision versus the two
to 1 and use the weight &fld Match (0 < ww < 1) parametersw andww. Each curve is for a fixed ra-

as another parameter characterizing the system. Wheriio of TF=IDF, which is given in the upper right corner
ww= 1, ST is equivalent t€CO. Consequently, we can  Of the figure. Whenw = 1 (dash-dot-dot line in Fig-
compare these three methods by changing only theseureR), ST is equivalent to the TF—IDF method. Be-
two parameters. cause of the optimization of two parameters i,
Tab|en shows the 11_p0int average precisions of the maximum 11-p0int average pl’eCiSion was 0.2309
ten official runs that are calculated both by using rele- for parametersixw,ww) = (0.8,0.6), (0.7,0.7) and
vance level 1 and 2. The method of STIX2, STIX5 and (0.7,0.5). We also optimized the parametar of CO
STIX9 is CO, that of STIX10 is TF-IDF (baseline) ~(Ww=1). The maximum 11-point average precision
and that of the rest iST. The parameters of these runs 0f COwas 0.2277 atw = 0.8. These results are sum-
were decided by considering the results of experiments Marized in TablB3.  The highest precision @D was
using NTCIR-1{IL].  The maximum 11-point av- given by the parametew = 0.8 that was optimized by
erage precision using relevance level 1 was 0.2309 for Using NTCIR-1. On the other hand, one of the highest
STIX1 and STIX7 both of which use8T method. The ~ @verage precision f&T was given by the parameters
maximum by usingCO method was 0.2277 for STIX2.  that were also optimized by using NTCIR-1.
On the other hand, the best performance of the rele-
vance level 2 was achieved by STIX6 (0.2097). STIX2



Table 4. Optimized 11-point average precisions with the new baseline.

method 11-pt. ave. gain (Xr¢, Xra, Xry, Ww)
old baseline 0.1770 (—) (=) —
new baseline  0.2187 (23.6%) (—) —
ST 0.2558  (44.5%) (17.0%)(0.04,0.04,0.0,0.6)
CO 0.2537  (43.3%) (16.0%)(0.04,0.04,0.0,1.0)
Table 5. Statistical significance tests.
method pair t-test sign test Wilcoxon test

ST vs. new baseline t;(48) =3.047,p < 0.01 Z,=3.280p<0.01 Z,=3578p<0.01
COvs. new baselinet,(48) =2.980,p < 0.01 Z,=3578p<0.01 Z,=3.640p<0.01

ST vs. CO

t,(48) = 0.934 p > 0.05 Z,=0.894p>0.05 Z,=0.079p>0.05

Precision

Recall

Figure 3. Recall versus precision figures
for ST and CO with new baseline.

5.3 Improving the basdline

Since our scoring method of the baseline was primi-
tive, and its 11-point average precision was too low, we
refined it and tune&T andCO using the new baseline.
As the scoring method of the new baseline, we em-
ployed the scoring method of Kanazawa etiil.[8] that
was developed using NTCIR-1. The scoring function
modified to be used bgT andCO is shown in Eq. [l7).

n /1
NSB, = ;1 (E arctan(tf d(Cj)) + 0.5>

)

where the variables in the equation are
tf4(C;)

NaII
df(C;))

2
x= arctan( (7)
m

the frequency of theoncept word C )
in the documend ,

df (C)) same as in Eq3)

0.5

04

03

Difference

125 130 135 140 145
Topic

02 L L L L
100 105 110 115 120 150

Figure 4. Difference from new baseline in
average precision per topic.

Because this scoring function does not distinguish the
difference of document elements, the number of pa-
rameters to be tuned were reduced from seven to four:
Xrt, Xra, Xr, andww. Tablefll shows the results of op-
timization of these four parameters. We achieved a
great improvement on retrieval effectiveness with the
new baseline. The 11-point average precision of the
new baseline was 0.2187, which is 23.6% higher than
that of the old baseline (0.1770). Similarly, thos&of
and CO were 0.2558 and 0.2537, respectively, which
are 44.5% and 43.3% higher than that of the old base-
line, and 17.0% and 16.0% higher than that of the new
baseline.

Figurel® illustrates the recall versus precision fig-
ures for the new baseline, optimiz&d and optimized
CO. This figure shows tha®ST and CO improve the
precision at almost all recall levels, and that the differ-
ence betweeBT andCO is small.

Figurel shows the difference from the new base-
line in average precision per topic. The result varies
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