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Abstract

We previously proposeda summarizationsystem,
GREEN for Japanes@enspapereditorials. However
GREEN:s not suitablefor summarizingordinal news-
paperarticles which are differentfromnewspapered-
itorials. To participate in subtasksA-1 and A-2 of
TSC(text SummarizatiorChallenge)in NTCIR-2,we
developeda new summarizatiorsystemfrom scratch
which copeswith both ordinal articles and editorials
in a Japaneseenspaper

The new summarizationsystemresultedin good
evaluations: the meanvalue of all evaluationsheld
the foremostplace amongten systemsn subtaskA-1
andninesystemsn subtaskA-2, respectively
Keywords: Summarizatiorsystempeletionof modi-
fiers,Extracting sentencesibstiacting

1 Intr oduction

We previously proposeda summarizationsystem
GREENfor Japanesaewnspapeieditorials.It chooses
sentencestatingopinionsasimportantbasedon de-
pendeng structure,andsummarizedy sentencese-
ductionanddeletionof nounmodifier, etc. However,
GREEN:is not suitablefor summarizingordinal news-
paperarticles becaus¢henews-report-stylechewspa-
perarticlesaredifferentfrom newspapereditorials.

Thus, we developed,from scratch,a new summa-
rization systemwhich copeswith both ordinalarticles
andeditorialsin Japanesaewspapeirticlesto partic-
ipatein subtask#\-1 andA-2 of TSCin NTCIR-2.

Thenew summarizatiorsystemis designedo avoid
omissionof importantinformation, namelyto make
informative summarization Therefore the aim of the
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systemis differentfrom thatof GREENwhichaimsto
makenaturalsummaries.

The systemwas evaluatedby extraction of impor
tantsentences subtaskA-1 andis evaluatedby com-
paringwith human-madsummariesn subtaskA-2.

The systemwas composedof two components,
an extract-type summarizerfor subtaskA-1 and an
abstract-typsummarizefor subtaskA-2.

The extract-type summarizerchoosesimportant
sentencesiue to a level of importanceattachedfor
eachsentenceAnd it outputsthe selectedsentences.

Somefeatureson surfaceinformation decidethe
level of importancefor eachsentence Moreover, dif-
ferentweightareattachedccordingo whetherthein-
putis anenspapemrticle or anewvspapeeditorial.

The abstract-typesummarizer summarizessen-
tencesby deleting multiple modifiersfor nounsand
illustrationsandby paraphrasingFor this purpose,t
employsa parserKNP.

Our new summarizatiormethodfocuseson mul-
tiple modifiersto make natural summary Mikami
et al.[4] also proposeda methodwhich summarizes
eachsentencéoy deletingnounmodifiers. However,
it sometimesdeletessome modifier whose removal
causedossof importantinformation. Consequently
we makeour methodprudentsothatthe systemdoes
not deleteimportantinformation.

In the field of automatic summarization,there
are some researcheswhich only use surface
information[§.  Yamasakiet al.[11] and Wakao
et al.[9] proposeda methodof paraphrasingor TV
news manuscript. And Kodamaet al.[3] proposed
extraction of summarizationknowledge from direct
guotations.

Thesystemalsoemploysatableto paraphrassome
expressiongo more conciseexpressions. Moreover,
the systemadoptsa methodof kodamaet al.[3] and
try to eliminatethe directquotation.



Endexpressiorof asentence

[~L7\ ] (want) T~IELV ] (want)
[~&E 2] (think) T~&#&x%] (consider)
BE 5] (hope) I~d LiLZev] (may)

Terms

[EE ] (attention) !

[X81] (importance)l 42| (need) [H1#F] (expectation) %] (regrettable)
FRRE] (subject) <% ] (should) 11X3"] (should)

Table 1. Example of dictionary of opinion sentences

2 Systemconfiguration

This systemis implementedon Vine Linux 2.0 us-
ing Perl. The systemcomsistof two componentsan
extract-typesummarizeandan abstract-typesumma-
rizer.

In theextract-typesummarizersomefeaturesmain
terms, high frequeng words, locationinformationin
a paragraphetc.,decidethe weight of eachsentence,
and the predeterminechumberof sentencesre se-
lectedfrom the sentencewith thelongestweight.

In the abstract-typesummarizerthe systemselects
sentenceo suitthe predeterminediumberof charac-
tersbasedon the weightsof sentenceby the extract-
type summarizerAnd this partsummarizegachsen-
tencewith the KNP.

3 Extract-type summarizer

The extract-typesummarizeris composedof five
componentdlustratedin Fig. 1.

Original articles

Morphological
analyzer

Lexical Properties
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Deciding importance
factor of terms

Importance factor
of terms

Analyzed results
~—

R

Extraction
of main terms|

Deciding importance
factor of sentences

Output of important
sentences

Figure 1. The outline of the extract-type
summarizer

3.1 Morphological analyzer

In the morphologicalanalyzerthe systememploys
a morphological analyzey JUMAN?. An analyzed
result is usedfor determiningimportancefactor of
words, extractionof main termsand determiningim-
portancefactorof sentences.

3.2 Determining importance factor of terms

We considerthat high frequeng wordsin an arti-
clesarestronglyrelatedto the authors opinion. Thus,
thesewordsareimportant. However, thesewordsare
unimportantf they appeaiin too mary otherarticles.
Thus,theimportanceactorof eachtermis decidecdby
the following expression.

Word frequency in articles

Importance factor = - - -
log(Word frequency in Lexical Properties of Japanese)

This formula is basedon the idea of tf -idf,
where the word frequeng of Lexical Propertiesof
Japanese]lis usedinsteadof id f to reflectthe com-
monnes®f theterm.

The Lexical Propertiesof Japaneseontainsfre-
queng countsfor terms and characterswhich ap-
pearedn all articlesin 14 years(1985- 1998)of the
“Asahi” newspaper 340,000words are extractedby
morphologicalanalysis.andthe frequencie®f occur
rencefor eachword andcharactearecounted.

3.3 Extraction of main terms

We define main termsas nouns,which are impli-
catedin the themeof the article. We canassumehat
a headlineof an article is an ultimate summarization
of the article. In addition, a headline includesmain
termsfor thearticle.

Thus, we regard all nounsin the headlineas the
main terms. In addition, we regard undefinedterms
at morphologicalanalysiswritten in KATAKAN A or
alphabetsnouns.

In GREEN, proper nouns are consideredmain
terms,andis alsodefinedby employinga thesaurus,
KADOKAWA RUIGO SHIN JITEN[6]. However, we
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do not employ ary thesaurusn the system,because
we considetthatall nounsin the headlinearerelevant
to the themeof the article. In addition, we suppose
thateachrelevancelevel of thethemeis in proportion
to the importancefactor of terms. Moreover, we sup-
posethatif asentenceontainssomenounsincludedin
othersentencegreviously judgedimportant,the sen-
tencewould be asimportantas otherimportantsen-
tences.

The systemextractsthe main termsfrom different
location dependingon whethernewspaperarticlesor
editorialsaretreated. We considerthat the first para-
graphof newspaperarticlescontainsmportantterms,
becausean authortendsto write importanttermsin
the first paragraphWe supposehatthefirst sentence
in anewspapeirticleandthelastopinionsentencén
an editorial containa lot of importantterms.Here,an
opinionsentencavill bedefinedin subsectiors.4.6.

This is becausethe first sentencen a newspaper
article offers new information to readershaving few
knowledge about premiseinformation, and the last
opinion sentencen an editorial expressesa conclu-
sion. Thus, for the newspaperarticlesand editorials,
anouncontainedat the locationbelow is definedasa
mainterm.

o thefirst paragraphn newspapeirticles

¢ thefirst sentencandthelastopinionsentencén
editorials

3.4 Decidingimportance factor of sentences

The systemdecidesmportancefactor of eachsen-
tenceby employingthe following features:the exis-
tenceof main terms,the importancefactor of terms,
a structureof articles,locationinformationin a para-
graph, etc. Each parameteris computedby sum-
ming up valuesdecidedempilically. However, news-
paperarticlesare differentfrom newspapereditorials
in somefeaturesi.e., sentencesvhich statefactsare
more importantand sentencest the beginning of an
articleareimportant.

3.4.1 Main terms

If amaintermin a sentences a subjectterm(haing
the nominatie case)we attachheary weightson the
sentence.

3.4.2 High frequencyword in articles

We supposethat terms having high frequeng in an
article arerelevant to insistenceof the author Thus,
sentencesontaininghigh frequeny termsareimpor-
tant. Therefore the systemgivesweightsto sentences
if they have highfrequeng terms.

3.4.3 Structure of articles

In news paperarticles thefirst sentencef anarticleis
important[3. In addition,moreimportantinformation
tendto bewritten atthe beginningof thearticle. Thus,
we shouldattachweightsto paragraph# andaround
the beginningof thearticle.

Meanwhile,the last paragraphn a nevspaperar
ticle containsinformationthat readersconsiderto be
interest. The systemattachesveightsto the lastpara-
graph.

3.4.4 Location information in a paragraph

Thefirst sentencef eachparagraptoffers new infor-
mationto readersvho do not have premiseinforma-
tion. The last sentenceof eachparagraphs written
with specialintentionto concludetheparagraph.Thus,
the systemattachlarge weightsto the first sentence
andthelastsentencef eachparagraph.

3.4.5 Unimportant sentence

Therearesomeunimportantsentences articlessuch
as titles of paragraphssupplementaryexplanations,
etc. Thesesentencedendto containthe signs(e.g.,
<, =, etc.) peculiarto the nenvspapers.In addition,
direct quotationscan be understoodby pre and post
contets.

We definedsentencesontainingthe signsandthe
direct quotationsas unimportant sentencesand at-
tachedsmallweightsonit.

3.4.6 Opinion sentenceand phenomenorsentence

Sentencem articlesareclassifiednto two groups[1Q.

A sentencen thefirst grouptells one’s opinionsand
thatin the secondgrouptells facts. An opinion sen-
tenceis definedasasentencevhichexpresseauthors
insistence,opinions or hopes. A phenomenorsen-
tenceis definedas a sentencavhich expressesacci-
dents factsor phenomena.

In editorials, opinion sentencesend to be impor
tant. Thus,we adoptediifferentweightingfor editori-
alsfrom newspapeiarticles.

To extractthe opinion sentencesye shouldpayat-
tentionto expression®f theendof sentences,e., [~
BLETHD (need) , [~FT & TH5 (should) .
The systemextractsopinionsentenceby matchingto
patternof 55rules,basedonamethodof GREEN.The
patterntabledefinesdictionaryof opinionsentences.

The dictionary for extracting opinion sentencess
illustratedin Tablel.

3.4.7 Weighting importance factor

The importancefactor of eachsentencas computed
by summingup pointsthat are shovn in Tables2, 3



| Condition | Point |

Subjectsare Importancefactor

mainterms of termsx 10

Containingmainterms | Importanceactor
of termsX 2

Containing Importancefactor

high frequeng word of termsXx 1

Firstsentences 20

of eachparagraph

Lastsentences 10

of eachparagraph

Unimportantsentences Importanceactor
of sentencel/10

Table 2. Weighting in common with news-
paper articles and editorials

Condition Point

Firstparagraph | 100

Secondparagraph| 50

Third paragraph | 20

Lastparagraph importanceof sentencex 10
Except 0

Table 3. Weighting for newspaper articles

and4(but only an unimportantsentences divided by
pointsattachedo it).

Thesevaluesof weighting parametersre decided
by the heuristicsbasedon the result of DRYRUN.
Thus, we cansaythatthe parametersre suitablefor
evaluationsn NTCIR-2.

3.5 Output of important sentences

To outputimportantsentencegthe systemfixesan
order of priority basedon the importancefactor of
eachsentenceand selectsthe sentencdo the prede-
terminednumberof sentences.

Deciding preference ranking In deciding prefer
enceranking,thesystemfix anorderof the priority in
orderof theimportancefactor of eachsentence But
we decidethattherankingof first sentencen articles
is thefirst without theimportanceactor.

Output sentences The systemselectssentencesn
accordancewith establishedpriorities and outputs
them.

Condition Points
Firstparagraph 20
Opinionsentences 10
Except 0

Table 4. weighting for editorials

4 Abstract-type summarizer

The abstract-typesummarizelis composedf two
componentsa componenbf summarizinga sentence
anda componenbf selectingsentencesAn outline of
the procesdn the abstract-typesummarizeris shavn

in Fig. 2.
Original articles

Summarizing
sentence

Btactpe summizr

Deciding importance
factor of sentences

Result of summarizing
sentence

Preference ranking
of each sentence |

selection
Summary result

Figure 2. The outline of the abstract-type
summarizer

4.1 Overview of summarizing sentence

In summarizingsentencethe systemsummarizes
eachsentencéy six methodasedn syntaxanalysis
by aparser KNP.

¢ Deletionof supplementie explanation

¢ Deletionof expressiorof directquotation

Deletionof multiple modifiersfor nouns

Deletionof illustration

Paraphrasing

¢ Deletionof theheadof sentencesonjunction

Theseprocessingare basedon the following con-
cepts.

e The systemsummarizegachsentencéy delet-
ing partsof prolixity anddoesnot proces®lural
sentenceasaunit.



e Thesystemaimsat not deletinganimportantin-
formation,andretainsthe naturalness.

Moreover, the systememploysa parserKNP with-
out usingthe verb dictionaryof IPAL[8]. Thisis be-
cause the numberof verbsin the dictionary of IPAL
doesnot reacha practicallevel for the purposeof the
own system,andthatverbsin IPAL have differentef-
fectonanaccurag of analysisrom verbsnotin IPAL
if we useKNP with IPAL option.

4.1.1 Deletion of supplementiveinformation

Therearemary supplementie expressionghatin cir-
cle parentheseare FURIGANA or abbreiation, etc.
in articles.

Thus,thesystendeletessupplementie expressions
in circle parenthese®r can be distinguishedfrom
otherportionby mark(=, <>, etc.).

4.1.2 Processingf expressionof direct quotation
employing heuristics

An expressionof directquotationis unimportant,and
we canunderstand contentwithout it by seeingpre
and postcontets. The first sentencen direct quota-
tion explainsfacts,the othersentencestatespinions.

Thus,we attachimportanceto paragraphstthe ut-
teranceof opinions. If two or moresentencesrein-
cludedin adirectquotation thesystendeleteghefirst
sentenceHowever, if thefirst sentencés connectedo
thesecondsentencdy demonstratie, thesystendoes
not deletethefirst sentenceasdoing so makesresult-
ing summariesinnaturally

Example 1

(5 HbOFBKRE L/IMRS AD N THEBLR

To7Eb< AATVE LA ITERY EFbN
b, S E O KRKE L o BRI EL
BRWVWE WV T JIZY ET L (
“It wastakenup in masscommunicationsvhentherate
rise of aconsumptiortax wasplannedwith thetwo
persontripod of our Administrative Vice-Ministerand
Mr. Ozava. So, it will becomea lie if | saythatI'm
notinterestedn therelationwith this minister” )

I

[SEOKE & OBEMRICEALR RN EWNSTZb T Y

2720 E3 X1 (“It will becomealie if | saythatI’'m
notinterestedn therelationwith this minister” )

In addition, thereis anothercasethat the next ex-
pressionof a direct quotationis a summaryof the
quotation[3. In this case,the sentenceexpressesa
statementhatthesameopinionsareexpressedy both
clausesandsentences.

Whenthe statementatchesomepatternmadeby
heuristics,we supposédhatthe sentenceareretained
natural,evenif it deletesall partsof directquotations.

Example 2
AR RN IR 0 LR E 2 RRERITIR N L TV D23,
RREMNT AR CTHRELRBD Ve LER
LT, #A IV T%hGto CIHLHFET 51 %, (Al-
thoughthe former vice presidentside has submitted
the revocatorywritten statemento criminal investiga-
tion, prosecutorglaimed“the factwasacceptedn
the criminal-investigationstage”, and they are plan-
ning to make the evidence applicationwith precise
timing. )

l
AR RN IIE 0 LR E 2 RRERITIR I L TV D23,
BRI F A I T &G > CGEILPFE T2 %, (
Althoughtheformervice presidensidehassubmitted
the revocatorywritten statemento criminal investiga-
tion, prosecutorsare planningto makethe evidence
applicationwith precisetiming. )

4.1.3 Deletion of multiple modifiers for nouns

Two or more adnominalforms, which modify one
noun, are definedas a multiple modifiers. In partic-
ular, two partswhich modify one nounis definedas
doublemodifiers. In this system sincemostmultiple
modifiersaredouble-modifierspnly double-modifiers
aretreated. Therefore,the casewhenthreeor more
modify anoun,is nottreated.

When there is a double modifier, even if one of
the two clausess deleted,a meaningis assumedot
changingseriouslyin mary casesandoneof adnomi-
nalformsis deleted.

However, it is dependenbnthekind of eachpartof
speectwhichcomposes clausewheretheformerand
latteradnominalpartaredeleted.

Thus,we employrulesfor theeliminationof anad-
nominal part of doublemodifiers. Eachrule consists
of threecomponentsiormeradnominapart, latterad-
nominalpartandmodified.

In the system|f the rulescreatedby the heuristics
matchedeachpart, a latter adnominalpartis deleted.
Otherwise aformeradnominalpartis deleted.

In addition,ratherthantheverbs,deletinganadjec-
tive preferentiallyetc.,we considerthatnaturalnesss
not spoiledasimportant.

Therulesareillustratedin Table5.

The example of deletionof multiple modifiersfor
nounsis shavn below.

Example 3
BOESBWFIE L 720, BOEIIR§ 2 18HER R R
fED3 VTV 5, (A political partysenesasalight
existenceandthe chronicdistrustto a political partyis
whirling. ) |
BOERBWFAEL 720 | BUEIZHT 2 RAME DN S
TW5, (A political partysenesasalight existence
andthedistrustto a political partyis whirling. )




Formermodifier Lattermodifier | Modified

EETRE AN A A EA]

(participialadjectve | (i-adjectve) (noun)

form of verbs)

EUETIR:HE N T |

(participialadjectve) | (na-adjective) | (noun)

form of verbs)

~® (no) & (quantity) | -

~ &) (toiu) ~® (no) ~® (no)
“-" meangdonotcare.

Table 5. Example of rules which deletes
a back modifier element

We supposédhatthe parsetKNP have a possibility
of mistakinganalysis,andwe copewith the mistaken
result.

Processingof syntax over a thematic part  In syn-
tacticanalysisamodifierpartdoesnotacceptherela-
tion over athematicpart. Becausesuchsentencef a
relationis easyto mistakeduringtheanalysisoy KNP.

In addition,thethematicpartis definedasa clause
endedby the thematicparticle or the collectionparti-
cle.

Exception handling by the pattern match When
each elementof double modifiers is the structure
which KNP tendsto mistake,exceptionhandlingus-

ing finerulesis needed.
Whendoublemaodifier elementsamatchedhe rules
createdby the heuristics,the systemdoesnot delete
thedoublemodifierelements.
The example of a rule which doesnot deletethe
doublemodifierelementss shavn in Table6.

Formermodifier | Lattermodifier Modified
~® (no) ~® (no) -
- - ~&® (tono
- ~72 (na) Z & (kao)
~®i% (nohg ~ &\ (toiu) -
B3 (verb) ~7=H® (tamen | -
B A FAT -
(verb) (i-adjectve)
A T2 ~®D -
(i-adjectve) (no)
~73 (ga) ~t % (reru) -
faE ~® -
(demonstratie) | (no)

“-" meangdonotcare.

Table 6. Example of rules which does not

delete

Processingof the structure with the possibility of
multiple modifiers Multiple modifiers may not be
correctlydetecteddueto theanalysiserrorof KNP.

In this system,whenin the sentenceof the struc-
ture of “adnominalclause- noun+® - modified”, ir-
respectie of the syntactic-analysigsesultof KNP, it is
regardedasmultiple modifiers.

However, if theresultby eliminationof theadnom-
inal clauseis unreadablewe would do nothing. This
is judgedfrom the nounin “noun + ®”. If the noun
is abstractthe attributive functionof “noun+ @ will
not affect the modified. Thus,if the nounis abstract,
we will do nothing. Whetheranounis abstracor not
is judgedfrom a thesaurus(Goi-Taikei[7]. To obtain
semanticodesfrom the Goi-Taikei, we employedhe
ALTJAWS Ver.2.0: amorphologicalanalyzinglibrary
for Japanese.

4.1.4 Deletionof illustration

lllustration is consideredo be a modifier in a broad
senseandit is assumedhat a sentencesenseis not
changedy its removal.

Thissystendeleteslause®f “~72 £ ® (nadong)”
andclausef “~72 & T (nadode)” which modify a
verh

Example 4
RS TMOMI 2o, MEBRARFERRED
BT TR INTPEIFELEDDFIT, 1T
B EER S Lol LTS L
9, ( The boy, the third-year studentin a junior
high school, was capturedon the spot, and arrested
in theactof burglar attemptednurdersuspicionretc.

It is said that he stated“l thoughtthat a handgun
would betaken’ )

l
AHE TR MI 2 bh, FATIL TR SN PF
SEADDEIL, NTAGEER LEoTz] bt
W™LTWB L), ( Theboy, thethird-yearstudent
in ajunior high school,wascapturedon the spot,and
arrestedlt is saidthathestated'l| thoughtthata hand-
gunwould betaken’ )

4.1.5 Paraphrasing

A tediousexpressionin an article canbe summarized
by paraphrasingf makinga brieferexpression.

This systemparaphrasebasedon 96 rulescreated
with the heuristicsfocusingon expressingbriefly in
theendof asentence.

However, therulesarenewly createdaimingatthe
customizingfor a newspaperarticle, asthe rule cre-
atedby paraphrasingf Wakaoet al.[9], Yamasakiet
al.[11] werecustomizedor TV news articles.

TheParaphrasingulesareillustratedin Table7.



All articles Only newspapers Only editorials

Recall(%) | Precision(%)| Recall(%)| Precision(%)| Recall(%) | Precision(%)
10% 33.7 33.7 47.8 47.8 19.6 19.6
30% 45.1 45.1 49.2 49.2 41.1 41.1
50% 61.2 61.2 63.4 63.4 59.0 59.0
ave 46.7 46.7 53.4 53.4 39.9 39.9

Table 8. The evaluation result in subtask A-1

Beforeparaphrasing

After paraphrasing

ABEAD,

(will enter)
ErDHZEITHRD,
(alsobecomechanging)
L,
(announcedhat)
HNTHH D,
(alsoanaim)

P LR TVN D,
(have notbeendecided)
RELRNEDTE,
(seemghatit is notdecided)
ZEThB,

(kato — dearu)
ZnbThas,
(dakara— dearu)
WZRBDTEA D,

(ni — narudarou)

AD,
(enters)
EBxB,
(changes)
=,
(declaration)
AHVN,

(aim)
wHHNT,
(notdecided)
PE SR,
(notdecided)
N

(kato)
6T,
(dakara— da)
Iz,

(ni)

Table 7. Example of paraphrasing rules

Step8.

4.1.6 Deletion of the head of sentencesconjunc-

tion

The systemdoes not considerrelation among sen-
tencesdnto considerationin orderto extractimportant
sentence. Therefore,the conjunctionat the headof

a sentencealdoesnot actits primary role in produced

summary

Thus,all the conjunctionsof the headof eachsen-

tencearedeletedin this system.

4.2

Important sentenceselection

Stepl0.

In animportantsentenceselection the sentences
choserbasedn eachsentencaummarizedn thesen-
tencereductionand preferenceranking of eachsen-
tence. Here, the preferencaanking of eachsentence
is thevaluecalculatedn the preferenceankingof the

extract-typesummarizer

The algorithm of the importantsentenceselection

is shavn asfollows.

Algorithm of theimportantsentenceaelection

Stepl.

Step2.

Step3.

Step4.

Step5.

Step6.

Step7.

Step9.

Placesentences theorderof importanceby the
extract-typesummarizer

Adoptthesummarizatioomethodto all sentences
exceptparaphrasing.

Selectsentencefn orderof importanceto make
a summaryuntil the total lengthof summaryex-
ceedghepredeterminetengthof summary

Adopt the summarizationmethod other than
paraphrasingo all sentenceagain.

If thetotal lengthof the summaryis lessthanthe
predeterminedne, the summarywould be out-
puttedandprocessingvould beterminated.

Apply the paraphrasingy tables.

If thetotal lengthof the summaryis lessthanthe
predeterminedne, the summarywould be out-
puttedandprocessingvould beterminated.

Eliminate the mostunimportantsentencewhich
wasselectedasthe last sentencet step3., from
the summary and searcha suitable sentence,
whoseadoptionsatisfiesthe length constraintin
order of importancefrom sentencesvhich have
not beenselectedset.

If adoptionof a sentenceausesiolation of the

lengthconstraint,.e., thetotal lengthof selected
sentencesxceedthe predeterminedength, we

wouldadopttheparaphrasingp thesentenceand

the summarywould be outputtedandprocessing
would beterminated.

If additionof a sentencesatisfieghe lengthcon-

straint,the summarywould be outputtedandpro-
cessingvould beterminated.

Evaluation

We patrticipatedin subtasksA-1 and A-2 among

the tasksof TSC(Text SummarizationChallenge)in
NTCIR-2, and evaluationson the extract-type sum-
marizer and the abstract-typesummarizerwere per

formed.



5.1 Extract-type summarizer

SubtaskA-1 evaluateda summaryon the basis
of the coincidencebetweenthe important sentences
which manchose.

The following two formulaswere usedas evalua-
tion measures.

The number of texts for which
the subjects judged correctly as relevant

Recall =
The total number of relevant texts
The number of texts for which
o the subjects judged correctly as relevant
Precision =

The total number of texts judged
as relevant by subjects

Thesevaluesarecalculatedor every rateof a sum-
mary(10%,30%,50%).

The averagedresultsand the resultson limitation
of newspaperarticlesandeditorials,respectrely, are
shavn in Table8. Consequentlyit turnsout thatthe
precisionof importantsentencextractionof anedito-
rial is low asa whole,comparedvith newspaperarti-
cles,andin particular the precisionover the editorial
in the caseof summarizatiorio 10%is extremelylow.

It is mentionedhatthe parameteabouttheopinion
sentencess smallanddescriptionis insufficientin the
dictionaryof the opinionsentenceasacause.

By expandingthe dictionary of opinion sentences,
the precisionof the summaryto 10% with an edito-
rial is improved to 24.3%, and the whole averageis
improvedto 47.4%

However, evenif it makesthe parameteaboutthe
opinionsentencebeary andit adoptgheopinionsen-
tencescompulsorilylike GREEN,theimprovementin
the precisionbeyond this is difficult. This meanghat
the opinion sentencearenot necessarilymportantin
editorials.Thus,it is necessaro classifyopinionsen-
tencesmore finely to the following two classes:the
sentenceavhich expresseshe opinionof anauthorand
thatstategheopiniononfuture development.In addi-
tion, it is alsonecessario give thedifferentweighting.

Moreover, therewasan error by theforcible adop-
tion of the first sentenceabouteditorials. The first
sentenceén editorialsdoesnot necessarilypecomethe
whole outline, which dependson the author There-
fore, it is necessaryto adoptthe first sentenceafter
judgingwhetherit shavs thewholeoutline.

As for thenewspapearticles,agoodresultwasob-
tainedcomparedwith the editorials. However, when
seenfor every article, therewasthe articleswith low
precision. Although importantsentencesxtraction to
the newspaperarticlesof suchimportantcomposition
thatit is closeto the beginning, it may performinad-

equateextractionto otherarticles. Therefore the ar

ticles are not simply classifiedinto the editorialsand
the newspaperarticles, the measureof classification
accordingto the compositionof the articlesfinely is

required.

5.2 Abstract-type summarizer

For subtaskA-2, two kinds of evaluations, sub-
jective evaluationand content-basee@valuation,were
performed.

In the subjectvity evaluation, the evaluator (one
personyeadthe summariesexts by thesystem.Then,
evaluateandscorethemin termsof how readablehey
are,andhow well the contentof thetext is described
in thesummary The scoresareoneof 1, 2, 3, and4
wherel is the bestand 4 is the worst, i.e., the lower
score the betterevaluationis.

In the content-basedevaluation, morphological
analysis was done to the system results and hu-
mansummariesandonly contentwords(morpheme),
which are nouns, verbs, adjectves, and undefined
words,wereselectedMoreover, termweightsin each
summarywere calculatedby t f -id f measure.Then
the distancebetweenthe documentvector of human
summaryand a systemresultwere computedby the
cosineof the anglebetweenvectors,andwe obsened
how closethetwo summariebasedhe contentword.

Moreover, the following are two kinds of correct
answersaasa summary:the summaryin which human
did freecreation(following, FREE),andthe summary
whichhumancreatedy importantpartextraction(fol-
lowing, PART). Each evaluation was performedby
specifyingthe predeterminechumberof wordsthat it
becomesateof summary20%,and40%.

Theresultof the subjectve evaluationis shavn in
Table9

Evaluationvalue
Readability20% 2.53
Contentsevaluation20% 2.93
Readability40% 2.73
Contentsavaluation40% 2.77

Table 9. Subjectivity evaluation

Evaluationvalue
FREE20% 0.472670
FREE40% 0.648264
PART20% 0.513655
PART40% 0.660800

Table 10. Content-based evaluation



In the subjective evaluation,althoughthe summary
to 20% wasmorereadableghanthe summaryto 40%,
the content-basedvaluationexhibits alittle worsere-
sult.

As for the content-base@valuation,the summary
to 20% wasnot similar to a correctanswerasa sum-
mary from the summaryto 40%, andit waswith the
badresultsothatthe rate of a summarywaslow like
subjectvity evaluation.

This is becausethe sentenceis chosenin the
abstract-typesummarizeron the basisof the prefer
encerankingsearchedor in the extract-typesumma-
rizer. Therefore theresultin extract-typesummarizer
influencessubjectve evaluationin abstract-typesum-
marizer

Moreover, precisionof FREEis lower thanthat of
PART. The advancedsummaryis requiredin orderto
raisetheprecisionto FREE.In orderto improve preci-
sionto FREE,an advancedsummarymethodlike the
summaryusedin casehumandoesa free summaryis
required.

5.2.1 Summarization rate

The contritution to summarizatiorrate of the dele-
tion (2129characterspf redundanpart performedin
the abstract-typesummarizeito the sentence$22812
charactersgxtractedby theextract-typesummarizers
about9%.

In this system,in orderto prevent lack of impor
tantinformation,bold deletionwasnot performedbut
a prudentsummarywas performed. This stratgy is
successfuandresultedalsoin goodevaluation.

5.2.2 Comparison of the effect of eachmethod

Theabstract-typsummarizeconsistof six methods.
As aresultof investigatingthe numberof deletionof
characterdy eachmethodindependentlys showvn in
Tablel1.

There are mary deletion charactersby the dele-
tion of supplementie explanationamongsix methods.
This is becausecircle parenthesigxpressionis used
alundantlyin Mainichi Newspapers. Moreover, the
deletionof supplementie explanationis very effective
becausef theadditionalinformationlike abbreviated
nameor the FURIGANA of a difficult Chinesechar
acter

The processingof expressionof direct quotation
wastheresulton thewhole beinghardto use. Thisis
becausémportanceaendsto be attachedo directquo-
tationexpressiorandeachsentencés hardto adoptin
articles.

The processingf expressionof direct quotationis
classifiednto deletionof afirst sentenceanddeletion
of the whole direct quotationexpression. However,
mostfrequentlyusedwasdeletionof afirst sentence.
In orderthatthis methodmay deletethe all sentences

in a parenthesisit hasmary deletioncharactersand
tendsto maintainnaturalness.Therefore,it is an ef-
fective method.

Ontheotherhand,deletionof thewholedirectquo-
tationexpressions usedonly twice in 30 articles,and
the resultis hardto be calledeffective. It becomesa
subjectto considethow the patternsareincreased.

Althoughthedeletionof adoublemodifiersdeleted
mary characteratonce,it hadthe casewherenatural-
nesswasspoiledby excessve deletion.Thereforejt is
necessaryo decideandcontrolarule morecarefully,

Moreover, in this system,in orderto copewith er-
rors of a syntactic-analyzerthe structureof the sen-
tencewhichis easyto carry outananalysiserrortook
the object of safe seriousconsideratiorof not delet-
ing. Butit will bea difficult subjectto considerhow
to copewith it from now on.

Deletion of illustration is used little number of
timesalthoughits deletionis successfuasit maintains
naturalness.This reasonis that importanceinforma-
tion is not attachedo theillustration.

Althoughonly afew charactersaredeletedat each
applicationof paraphrasingsinceit is applicableto
mary sentencesit is an effective methodin a sum-
mary However, sincethetablefor paraphrasings cre-
atedmanually in orderto makeit applicableto more
sentencesit is necessaryo extend a table automati-
cally.

5.3 On naturalness

In GREEN,cohesioranalysisvasperformednthe
basisof the abbre&iation of a key word or a subject
etc.,andthesentencevith theabove sentencendco-
hesiontook the methodof adoptingthe previous sen-
tence. This is for preventinga summaryresultfrom
becomingunnatural.

Sincethis systemconsideredhat extraction of the
importantinformationratherthanthe naturalnessf a
sentencethe methodusedin GREEN,to retaincohe-
sionson all selectedsentencesvasnot taken. There-
fore, it is inferior to GREEN from the viewpoint of
naturalnessandmay summarizeunnaturally

For example,if the sentencevheretheobjectis de-
scribedto be is not adoptedwhenthe demonstratie
is containedin the sentenceijt becomesunnaturalas
a sentence.Moreover, whena themechangesn an
article and only the extractedsentences read,there
is alsoa problemthatarelationof sentencebecomes
ambiguousn theportionof relationof atheme.

How to solve sucha problemis a future subject.
However, in the subjectvity evaluation the evaluation
value of readability was about 2.6(averagevalue of
20%and40%).

This is becauseminimum disposals suchas dele-
tion of theconjunctionin thefirst of sentenceandthe
forcible adoptionof the first sentenceareperformed.



Method

deletioncharacters

Deletionof supplementie explanation
Processingf expressiorof directquotation
Deletionof multiple modifierfor nouns
Deletionof illustration

Paraphrasing

Deletionof the headof sentencesonjunction

Numberof | Rate(%)| Numberof Numberof mean
timesto use | deletioncharacters

662 31.1 335 1.97

298 14 8 37.25

729 34.2 61 11.95

126 5.9 6 21.00

262 12.3 74 3.54

52 24 15 3.47

Table 11. Comparison by the methods

Moreover, the fact that the middle sentencein
which a demonstratie tendsto occur frequently is
hardto adoptis alsoone of the reasonf weighting
to thefirst sentencandthelastsentencef eachpara-
graph.

6 Conclusion

The summarysystemcustomizedor both newspa-
per articlesand editorialswasintroduced. We partic-
ipatedin subtasksA-1 and A-2 of TSCin NTCIR-2.
The evaluatedresultson the systemwere the bestin
averageamongall participantsfor both subtasksA-1
andA-2.

To improve thenaturalnes®y employingamethod
to retaincohesionon a producedsummaryis left for
future subjects.
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