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Abstract

This paper describes our retrieval system for the
NTCIR-3 CLIR task, focusing on Japanese and En-
glish. We integrate query and document translation
methods to improve retrieval accuracy, and perform
clustering to improve browsing efficiency. In query
translation, to derive possible translations for user
queries, we use dictionaries and perform a transliter-
ation method, which generates translations for out-of-
dictionary loanwords based on the Japanese phono-
gram system. We also use a probabilistic model to re-
solve translation/transliteration ambiguity to improve
the query translation accuracy. We show the effective-
ness of our system with respect to the NTCIR-3 J-J,
E-E, J-E, and J-JE subtasks.
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1 Introduction

We participated in the NTCIR-3 cross-language in-
formation retrieval (CLIR) task, where Japanese, En-
glish, Korean, and Chinese topics (queries) and news-
paper articles were used to evaluate the performance
of participating IR systems. The NTCIR-3 CLIR task
is subdivided into the following three categories:

• Multilingual CLIR (MLIR), in which queries in
one of the four languages (i.e., J, E, K, and C) are
submitted to search collections in more than one
language for documents relevant to user informa-
tion need,

• Bilingual CLIR (BLIR), which resembles the
MLIR task, but a target collection consists of a
single language,

• Single Language IR (SLIR), which is a monolin-
gual IR task for Japanese, Korean, and Chinese.

Among the above various subtasks, we focused on
Japanese and English, and performed the J-JE MLIR,

J-E BLIR, and J-J/E-E SLIR tasks. This paper de-
scribes our CLIR system and reports its performance
with respect to the NTCIR-3 CLIR test collection.

It should be noted that the BLIR task here is usually
termed “cross-language/lingual information retrieval
(CLIR)” in past literature. Thus, hereafter, we shall
interchangeably use the terms “CLIR” and “BLIR”.

Section 2 explains methodological background for
CLIR. Section 3 describes the overall design of our
system. Section 4 explains comparative experiments
using the NTCIR-3 CLIR collection.

2 Background

Since our research and development must be con-
textualized in terms of past research literature, we dis-
cuss existing methods for CLIR. However, in this sec-
tion we focus mainly on CLIR, because a) CLIR and
MLIR share essential issues to be considered, and b)
the number of recent CLIR methods is greater than
those for MLIR.

Since by definition queries and documents are in
different languages, queries and documents need to
be standardized into a common representation so that
monolingual retrieval techniques can be used. From
this point of view, existing CLIR methods can be clas-
sified into the following three fundamental categories.

The first method translates queries into the docu-
ment language [1, 8, 12]. The second method trans-
lates documents into the query language [11, 13]. The
third method projects both queries and documents into
a language-independent space by way of thesaurus
classes [9, 16] and latent semantic indexing [2, 10].
We shall call those methods, “query translation”, “doc-
ument translation” and “interlingual representation”
methods, respectively.

A number of integrated methods have also been
proposed for CLIR.

McCarley [11] showed that a hybrid system, where
the relevance degree of each document (i.e., the score)
is the mean of those obtained with query and document
translation methods, outperformed systems based on
either query or document translation methods.
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Fujii and Ishikawa [6] proposed atwo-stage
method, which also integrates the query and docu-
ment translation methods. In the first stage, the query
translation method is used to retrieve a limited number
of foreign documents. Then, in the second stage, re-
trieved documents are machine translated into the user
language. Thus, the computational cost required for
the MT-based document translation can be minimized.
Finally, those documents are re-ranked based on the
score, combining those individually obtained with the
first and second stages. Preliminary experiments us-
ing the NTCIR-1 and 2 Japanese/English CLIR collec-
tions showed that the two-stage method outperformed
the query translation method.

3 System Description

3.1 Overview

Figure 1 depicts the overall design of our system,
which consists of an engine and two postprocessing
modules, that is, re-ranking and clustering modules.
The engine retrieves documents in response to user
queries, and outputs those documents in the source
(user) language. We used the same system in the
NTCIR-2 IR task [7].

In the case of CLIR, queries are first translated into
the document language, to search a monolingual col-
lection (in either of Japanese or English) for relevant
documents. Then, retrieved documents are translated
into the user language.

In the case of MLIR, both the source and translated
queries are used to search a multi-lingual collection
(in both Japanese and English) for relevant documents.
Then, only retrieved documents that are not in the user
language are translated into the user language.

In principle, we need only the engine to real-
ize CLIR and MLIR in the sense that users can re-
trieve/browse foreign documents through their native
language. However, to improve the quality of our sys-
tem, two alternative postprocessing modules can op-
tionally be used.

Following the two-stage method we previously pro-
posed [6], the re-ranking module re-ranks documents
retrieved by the engine to improve the retrieval accu-
racy. In this case, the engine and re-ranking module
correspond to the first and second stages, respectively.
Alternatively, the clustering module divides retrieved
documents into a certain number of groups, so as to
improve the browsing efficiency.

However, in the NTCIR-3 tasks, we did not eval-
uate the performance of the two postprocessing mod-
ules and do not further explain these modules.

Re-ranking Clustering

Query translation

Retrieval

Document translation

Dictionary

Translation
model

Language
model
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ClustersDocument list
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Figure 1. The design of our CLIR system
(solid and dashed arrows denote on-line
and off-line processes, respectively).

3.2 Engine

The engine consists of query translation, retrieval
and document translation modules.

The query translation module is based on our previ-
ous method [5, 8], which was also used in the first two
NTCIR Japanese/English CLIR tasks [4, 7]. We use
the Nova dictionary1 to derive possible word/phrase
translations, and resolve translation ambiguity using a
probabilistic method. The Nova dictionary includes
approximately one million Japanese-English transla-
tions related to 19 technical fields as listed below:

aeronautics, biotechnology, business, chem-
istry, computers, construction, defense,
ecology, electricity, energy, finance, law,
mathematics, mechanics, medicine, metals,
oceanography, plants, trade.

In addition, for words unlisted in the dictionary,
transliteration is performed to identify phonetic equiv-
alents in the target language.

We represent the user query and one translation
candidate in the document language byU andD, re-
spectively. From the viewpoint of probability the-
ory, our task is to selectD’s with greater probability,
P (D|U), which can be transformed as in Equation (1)
through the Bayesian theorem.

P (D|U) =
P (U |D) · P (D)

P (U)
(1)

1Developed by NOVA, Inc. http://www.nova.co.jp/
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In practice,P (U) can be omitted because this fac-
tor is a constant with respect to the given query, and
thus does not affect the relative probability for differ-
ent translation candidates.

We estimateP (D) by a word-based bi-gram lan-
guage model produced from the target collection. We
estimateP (U |D), commonly termed a translation
model, based on the word frequency obtained from
the Nova dictionary, because Japanese-English cor-
pora with sufficient volume of alignment information
is expensive.

The retrieval module is based on an existing proba-
bilistic retrieval method [15], which computes the rel-
evance score between the translated query and each
document in the collection. The relevance score for
documenti is computed based on Equation (2).

∑
t


 TFt,i

DLi
avglen

+ TFt,i

· log
N

DFt


 (2)

Here,TFt,i denotes the frequency that termt appears
in documenti. DFt andN denote the number of doc-
uments containing termt and the total number of doc-
uments in the collection.DLi denotes the length of
documenti (i.e., the number of characters contained
in i), andavglen denotes the average length of docu-
ments in the collection.

For both Japanese and English collections, we use
content words extracted from documents as terms, and
perform a word-based indexing. For the Japanese col-
lection, we use the ChaSen morphological analyzer2

to extract content words. However, for the English
collection, we extract content words based on parts-
of-speech as defined in WordNet [3].

The document translation module consists of the
the Transer Japanese/English MT system, which uses
the same dictionary used for the query translation
module. In practice, since machine translation is
computationally expensive and degrades the time ef-
ficiency, we perform machine translation on a phrase-
by-phrase basis. In our case, phrases are sequences of
content words in documents. This method is practi-
cal because even a word/phrase-based translation can
potentially improve on the efficiency for users to find
relevant foreign documents from the whole retrieval
result [14].

4 Evaluation

We used the NTCIR-3 CLIR test collection to eval-
uate the performance of our system with respect to the
J-J, E-E, J-E, and J-JE tasks.

Topics contain a number of fields, such as title,
description, narrative and concept, irrespective of the
language. Each system participated in the CLIR task

2http://chasen.aist-nara.ac.jp/

was allow to submit more than one retrieval result
using different methods. However, at least one re-
sult must be obtained with only the description field.
Thus, we used descriptions (i.e., phrases and sen-
tences) tagged with<DESCRIPTION> in topic files
as test queries.

Relevance assessment was performed based on four
ranks of relevance, that is, highly relevant (S), relevant
(A), partially relevant (B) and irrelevant (C).

Table 1 shows non-interpolated average precision
values, averaged over all the test queries, for different
tasks. While in the case of “Rigid” documents judged
S and A were regarded as correct answers, in the case
of “Relax” documents judged B were also regarded as
correct answers.

We cannot compare average precision values across
tasks, because the number of topics is different de-
pending of the task. However, since most of the En-
glish topics are translations of the Japanese topics, we
can observe the general tendency.

Looking at Table 1, the average precision values of
J-J and E-E did not significantly differ, irrespective of
the degree of relevance. In addition, average precision
values of CLIR (J-E) and MLIR (J-JE) were roughly
70-80% of that achieved with SLIR (J-J and E-E). This
tendency was also observable in past literature.

Table 1. Non-interpolated average preci-
sion values, averaged over all the test
queries, for different tasks.

Avg. Precision
Task #Topics #Documents Rigid Relax
J-J 42 236,664 0.2541 0.3427
E-E 32 22,927 0.2641 0.2967
J-E 32 22,927 0.1969 0.2149
J-JE 45 259,591 0.1970 0.2609

5 Summary

We described our system for Japanese/English
CLIR, where an engine consists of query translation,
retrieval, and document translation modules. In addi-
tion, re-ranking and clustering modules can optionally
be used to enhance the system performance.

The NTCIR-3 collection was used to perform com-
parative experiments, where we evaluated the retrieval
accuracy of our system. We found that the retrieval
accuracy for CLIR and MLIR was approximately 70-
80% of that obtained with monolingual retrieval.

Future work would include extending our system to
Korean and Chinese, so that our system can be seen as
multi-lingual IR system in the strict sense.
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