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Abstract 
 
 This paper reports on our work at the third 
NTCIR workshop on the subtasks of Chinese, 
Japanese, and Korean monolingual information 
retrieval (IR). A Chinese IR system is applied to all 
document sets in these three languages. Based on the 
n-gram indexing model and a phrase formulation 
method to extract longer key terms for indexing, no 
language-dependent modifications were made to 
apply the system to Japanese and Korean IR. Our 
attempt is to see whether such a system originally 
designed for Chinese IR can still work for Japanese 
or Korean documents. The results turn out that it 
performs similarly among the document sets in these 
three different languages. 
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1. Introduction 
 
 Major Asian languages, especially Chinese, 
Japanese, and Korean, share many common 
properties in information retrieval. They all have a 
large set of characters that are encoded in two bytes, 
instead of one as those in English and many 
European languages. Words in these three languages 
often consist of multiple characters and have no 
boundaries among them in written texts, making 
them difficult to identify. Although the 
morphological and grammatical rules are different 
among these languages, an information retrieval 
system can bypass the processing of these rules 
without affecting the retrieval effectiveness. Thus it 
is interesting to show how similar will the IR systems 
be for these three languages. 
 A number of researches have shown that 
n-gram indexing is at least as effective as word-based 
indexing for retrieval of Chinese texts [1-2]. The 
same phenomenon is also observed in Japanese IR 

and Korean IR [3-4]. By participating the single 
language IR (SLIR) tracks of the CLIR task in 
NTCIR-3 [5], this work attempts to show, if no 
language-dependent resources and efforts are 
involved, how such a simple indexing method will 
perform if the same IR techniques are applied to the 
document sets in these three different languages. In 
fact, in this work we use the same IR system 
(designed for retrieving Chinese documents) to 
retrieve not only Chinese texts, but also Japanese and 
Korean texts, without any modifications. It turns out 
that the performance of such a system in Japanese IR 
and Korean IR is quite the same as that in Chinese 
IR. 
 To better describe the details of the indexing 
scheme used in this work, the next section introduces 
a keyword/key-phrase formulation method to extract 
repeated strings as key terms for indexing. This 
method is quite language independent such that it is 
applicable not just to Chinese, but also to Japanese 
and Korean with some success. Section 3 then 
describes the details of the indexing and the retrieval 
scheme used in the experiment. Retrieval 
effectiveness is shown in Section 4 with some failure 
analysis. Finally Section 5 concludes this paper. 
 
2. Keyword Extraction 
 
 Keywords are representative terms in 
documents that have many applications in 
information retrieval. However, keywords or 
key-phrases have no lexical boundaries in texts, 
making them hard to be identified. By repeatedly 
merging back nearby tokens in the text based on a 
merging, dropping, and accepting rule, Tseng has 
devised an algorithm that can extract maximally 
repeated strings as keywords [6]. By maximally, we 
mean either the repeated strings are the longest ones 
or they occur more often than the longer strings that 
contain them. For example, a repeated term “public 
high school” may be extracted without extracting 
“public high” or “high school”, as they are exact 
substrings of the longer term. Only if “high school” 
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occurs more often than “public high school” (in such 
a case we may say: “high school” subsumes “public 
high school”), can “high school” be possibly 
extracted. Figure 1 shows the algorithm. The rule for 
merging, dropping, and accepting terms is implicit 
expressed in the algorithm. Figure 2 shows a running 
example, in which each capital letter denotes a 
character. 
 
1. Convert the input into a LIST. 
2. Do Loop 
2.1   Set MergeList to empty. 
2.2   Put a separator to the end of LIST as a sentinel and 
   set the occurring frequency of the separator to 0.
2.3 For I from 1 to NumOf(LIST) – 1 step 1, do 
   If LIST[ I ] is the separator, Go to Label 2.3. 
   If Freq(LIST[ I ]) > threshold and  

Freq(LIST[ I+1]) > threshold, then 
       Merge LIST[ I ] and LIST[ I +1] into Z. 

Put Z to the end of MergeList. 
   Else  
       If Freq(LIST[ I ]) > threshold and LIST[ I ] 

did not merge with LIST[ I - 1], then
     Save LIST[ I ] in FinalList. 

   If the last element of MergeList is not the 
separator, then  

    Put the separator to the end of MergeList.
End of For loop 

2.4   Set LIST to MergeList. 
  Until NumOf(LIST) < 2. 

Figure 1. The keyword extraction algorithm. 
 
Example: Given an input string: BACDBCDABACD.  

Let threshold=1, separator=x. 
Step 1: Create a list of single tokens:  
   LIST = (B:3, A:3, C:3, D:3, B:3, C:3, D:3, A:3, B:3, 

A:3, C:3, D:3) 
Step 2:  
  After 1st iteration :  

MergeList = (BA:2, AC:2, CD:3, DB:1, BC:1, CD:3, 
DA:1, AB:1, BA:2, AC:2, CD:3) 

    FinalList = ( ) 
  After 2nd iteration : 

MergeList = (BAC:2, ACD:2, x, BAC:2, ACD:2) 
    FinalList = (CD:3) 
  After 3rd iteration :  
    MergeList = (BACD:2, x, BACD:2) 
    FinalList = (CD:3) 
  After 4th iteration :  
    MergeList = (x) 
    FinalList = (CD:3, BACD:2) 
Figure 2. A running example of the algorithm, where 
the number following a semicolon denotes the 
occurring frequency of the associated token. 
 
 The above algorithm is based on the 
assumption that a document concentrating on a topic 
is likely to mention a set of strings a number of times. 
Many natural language documents have this property, 
including melody strings in music [6]. We found that  

 
Figure 3. A Japanese article from 
http://www.asahi.com/national/update/0823/015.html 
(first row), a Korean article from 
http://www.korealink.co.kr/11_home/199903/h10114
3.htm (middle row), extracted keywords from the 
Japanese article (left column), and extracted 
keywords from the Korean article (right column). 
 
 
a longest repeated string often is a correct word (or 
phrase), since its repetition provides evidence for 
decision on its left and right boundaries as a word. 
Similarly, a repeated string that subsumes the others 
may also be likely to be a legal term. The sources of 
errors in Chinese keyword extraction mainly come 
from some single-character functional words that 

The Third NTCIR Workshop, Sep.2001 - Oct. 2002 



occur together with other words. The algorithm can 
extract key-phrases without any resources (such as 
corpora, lexicons, or dictionaries) with a precision 
level of 86% for Chinese news articles [7]. As to 
other languages, Figure 3 shows as examples two 
articles in Japanese and in Korean respectively and 
their extracted keywords. As can be seen, the 
algorithm is not optimized for Japanese and Korean 
such that some commas and functional words are not 
filtered in the extracted terms. 
 
3. Indexing and Retrieval Scheme 
 
 An n-gram is a string of n consecutive 
characters in a text document. To select a set of terms 
for representing a document for indexing, n-grams, 
although maybe meaningless, are a good choice in 
addition to document words themselves. These 
n-grams can overlap with each other and can have 
variable lengths instead of a fixed length. Because no 
language-dependant knowledge is required, n-gram 
indexing is often used in multilingual or OCR 
degraded text retrieval [8]. In monolingual text 
retrieval, n-gram indexing also shows good 
performance, despite that it leads to larger index size 
and slower query response.  

However, the selection of a suitable n for 
determining the length of the n-gram requires some 
analysis of the text collections and the language of 
the texts. Our previous studies on Chinese text 
retrieval in a collection of 8438 OCR documents 
showed that a combination of unigrams and 
overlapping bigrams for indexing outperforms 
overlapping bigram indexing alone and unigrams 
indexing as well [9]. This may be due to the fact that 
longer n-grams provide better discriminant power 
among documents while shorter n-grams help match 
desired documents in case of vocabulary mismatch 
so that a combination of them yields better results 
than using each alone. 
 Thus we use unigrams and overlapping 
bigrams in this experiment for indexing. In addition, 
because the collection sizes in NTCIR-3 are quite 
large, a total of 381,681 documents in Chinese, 
249,387 documents in Japanese, and 66,146 in 
Korean, for n-grams to have higher discriminant 
power longer n-grams than bigrams are considered 
for indexing. However, due to the large sizes of 
characters in CJK (Chinese, Japanese, and Korean) 
languages, n-grams where n longer than 2 yield 
tremendous index terms that may severely degrade 
the efficiency of a retrieval system. To overcome this 
problem, we add longer keywords instead of all 
longer n-grams in the index to reduce the index size. 
The keywords are those extracted by the algorithm 
mentioned above. Since they are maximally repeated 
strings, they are in some sense the representatives of 

the documents in which they occur and they are far 
less in number than those arbitrary longer n-grams. 
 These index terms are then used to compute the 
similarity between a query and each of the 
documents by the following formula: 
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where the byte size denotes the number of bytes of a 
document. The use of byte size as the normalization 
factor is first introduced in the work of Singhal, et al 
[10] for OCR text retrieval, where the authors found 
that the commonly used cosine normalization factor 
has negative effects on retrieval when documents 
contain erroneous terms, such as those garbled by 
OCR errors or those mistyped or misspelled terms. 
Singhal et al also applied this byte size normalization 
to large collections of TREC documents. They found 
that it also leads to better effectiveness than cosine 
normalization for ordinary documents. Besides, the 
byte size normalization is easier to compute than the 
cosine normalization. Thus we use this formula in 
our retrieval experiment. 
 The document term weight di,k in the above is 
calculated by the term frequency (tf) and the inverse 
document frequency (df), i.e., log(1+tf) x log(N/df), 
where N is the collection size. The query term weight 
qj,k is calculated by the term frequency in the query 
and the length of the term, i.e., tf x (3 w – 1), where 
w is the number of characters in the term. 
 The above indexing and retrieval techniques 
were applied to each of the Chinese, Japanese, and 
Korean collections for monolingual retrieval, without 
making any modifications. 
 
4. Experiment Results 
  
 The CLIR task is concerned with retrieval of 
documents in one language by queries in another 
language. NTCIR-3 provides three document sets in 
three Asian languages, namely, Chinese, Japanese, 
and Korean. Monolingual retrieval or single language 
information retrieval (SLIR), i.e., retrieving 
documents with queries in the same language is 
provided as a subtask (also called track) in the CLIR 
task. Thus there are 3 SLIR tracks, denoted as C-C, 
J-J, and K-K, representing the tracks of Chinese to 
Chinese IR, Japanese to Japanese IR, and Korean to 
Korean IR, respectively. Due to limited manpower 
and resources, we only participate the 3 SLIR tracks 
in the CLIR task this year.  
 The query topics provided by NTCIR-3 consist 
of title, description, narrative, and concept fields. We 
submit two runs for each of the three SLIR tracks for 
evaluation. One run uses the texts in the description 
field as the query string (denoted as D in the run 
name), the other run uses the concept terms in the 
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concept field (denoted as C in the run name). Overall, 
there are six runs submitted, where the run names are 
C-C-D, C-C-C, J-J-D, J-J-C, K-K-D, and K-K-C, all 
of them are prefixed with our group name: FJUIR. 
Each submitted run is evaluated in two criteria, one 
is relax, meaning that the relevance judgment is done 
in a less strict way, the other is rigid, meaning that 
the relevance is judged is in a more rigid sense. 
 
4.1 C-C track 
 
 The C-C track consists of 42 topics. There are 
14 groups submitting a total of 33 runs in the C-C 
track this year. Among these 33 runs, 14 runs used 
the description field as the sources of queries and 4 
runs used the concept field as the source of the 
queries. Table 1 shows the average precision of our 
runs and the maximum, average, and minimum 
values of the average precisions of all runs using the 
same field. 
 

Table 1: Average precisions of the C-C track. 
 Relax Rigid 
FJUIR-C-C-D 0.2281 0.1858 
Max of C-C-D 0.4990 0.3933 
Avg of C-C-D 0.2670 0.2130 
Min of C-C-D 0.0443 0.0347 
FJUIR-C-C-C 0.2403 0.1997 
Max of C-C-C 0.2929 0.2386 
Avg of C-C-C 0.2605 0.2104 
Min of C-C-C 0.2403 0.1831 
 
4.2 J-J track 
 
 The J-J track also consists of 42 topics. There 
are 14 groups submitting a total of 33 runs in the J-J 
track. Among these 33 runs, 19 runs used the 
description field as queries and 2 runs used the 
concept field. Table 2 shows the average precision of 
our runs and the maximum, average, and minimum 
values of the average precisions of all runs using the 
same field. 
 

Table 2: Average precisions of the J-J track. 
 Relax Rigid 
FJUIR-J-J-D 0.2240 0.1920 
Max of J-J-D 0.3998 0.3457 
Avg of J-J-D 0.2640 0.2199 
Min of J-J-D 0.0460 0.0396 
FJUIR-J-J-C 0.2674 0.2308 
Max of J-J-C 0.2898 0.2448 
Avg of J-J-C 0.2786 0.2378 
Min of J-J-C 0.2674 0.2308 
 
 

4.3 K-K track 
 
 The K-K track consists of 30 topics. Eight 
groups submit a total of 17 runs. Of these 17 runs, 9 
runs used the description field as queries and 2 runs 
used the concept field. Table 3 shows the average 
precision of our runs and the maximum, average, and 
minimum values of the average precisions of all runs 
using the same fields. 
 

Table 3: Average precisions of the K-K track. 
 Relax Rigid 
FJUIR-K-K-D 0.1826 0.1375 
Max of K-K-D 0.3602 0.2691 
Avg of K-K-D 0.2501 0.1915 
Min of K-K-D 0.1256 0.0936 
FJUIR-K-K-C 0.2675 0.2075 
Max of K-K-C 0.2938 0.2157 
Avg of K-K-C 0.2807 0.2116 
Min of K-K-C 0.2675 0.2075 
 
4.4 Failure analysis 
 
 The average precisions shown above 
demonstrate that the simple IR techniques without 
language-dependant knowledge achieve similar 
effectiveness in three different SLIR tracks, showing 
the robustness of this approach. However, its 
performance is under the average of all runs, 
indicating that there is room for improvement. After 
inspecting a number of retrieval results, some factors 
that affect the performance were identified. 
 First, most systems participating the CLIR 
tasks apply pseudo relevance feedback (PRF) to 
improve retrieval effectiveness. This technique 
chooses the top n documents from the result list of an 
initial search and adds more terms selected from 
these high-similarity documents to the original query 
for a second-run search. Normally the second-run 
search result is better in performance than the initial 
search, especially when the initial query contains too 
few terms. In contrast, we did not use this technique 
in our experiment. Thus the effectiveness is less than 
most of the others in NTCIR 3. Since it is not easy to 
compare with those runs without using PRF from the 
result sets distributed by NTCIR 3, we compare to 
some published results from NTCIR 2. Table 4 lists 
our results using the Chinese collection of NTCIR 2. 
Compared to some C-C runs of NTCIR 2 without 
using PRF, the narrative run of NTHU (National 
Tsing Hua University, Taiwan) has an average 
precision of 0.5009 [11], the question run of 
Berkeley is  0.4758 [3], and Trans-Ez achieves an 
average precision of 0.3880 [12]. As can be seen 
from these figures, the performance of our system is 
not so bad as that in NTCIR 3. 
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Table 4: Average precisions for NTCIR 2 
 Title Question Narrative Concepts

Relax 0.4730 0.4880 0.5587 0.6751

Rigid 0.3208 0.3646 0.4376 0.5736
 
 Second, the similarity measure between a 
query and a document is represented in only one byte 
in our implemented IR system (although double 
precision is used during the calculation). This 
careless decision leads to small discrepancy between 
retrieved documents especially when there are 
hundreds of thousands of documents in the collection. 
Sorting these retrieved documents may loose some 
accuracy due to the small range of the similarities. 
 Third, when processing the query string, only 
1-grams, 2-grams, and the longest keywords found in 
the index are extracted as query terms. This 
obviously did not use all the indexed terms that may 
be helpful to the retrieval effectiveness. A better 
query term extraction method that also includes the 
keywords whose length is longer than 2-gram and 
shorter than the longest indexed terms should be 
explored in the future. 
 
5. Conclusions 
 
 An IR system designed for Chinese text 
retrieval is applied to Japanese and Korean IR task 
without modifications. The results show that it 
performs similarly among the documents sets in 
these three different languages. This is a little 
surprise to us since we expected that it might degrade 
noticeably in the Japanese and Korean IR subtasks 
since the IR system is optimized for Chinese only. 
However, our performance is under the average of all 
similar runs. The high performance of other systems 
is also a little surprise to us. Without further 
information on how these systems work at the time 
this article is written, we wonder whether it is simply 
the retrieval models or the retrieval strategies (such 
as relevance feedback) that make this difference. 
Anyway, we expect that our system will perform 
better in the near future after learning some lessons 
from this workshop. 
 This is our first year in participating NTCIR 
workshop. Although we have good experience in 
relatively small collections of OCR text retrieval 
[13-14], dealing with large collections in multiple 
languages poses another challenges to us, especially 
under the environment of lack of time, manpower, 
and hardware and software resources. However, we 
will benefit from participating and attending this 
workshop and hopefully will make more 
contributions to this community for the years to 
come.  
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