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Abstract

Retrieval effectiveness depends on both the
retrieval model and how terms are extracted and
indexed. For Chinese, Japanese and Korea text,
there are no spaces to delimit words. Indexing using
hybrid terms (i.e. words and bigrams) was not very
effective in NTCIR-II open evaluation. In this
evaluation, we found that using the 2-Poisson model
with hybrid term indexing can be effective in
retrieval. With our pseudo-relevance feedback, the
performance can be enhanced to a level that is
comparable to the best performance in the formal
runs. Therefore, we found that hybrid term indexing
is promising when the 2-Poisson model is used.

Keywords: Chinese information retrieval, indexing,
2-Poisson model, and evaluation.

1 Introduction
Hybrid term indexing [1] was developed with the

aim to enhance the retrieval effectiveness of Chinese
information retrieval by using words and bigrams in
a complimentary manner. Although earlier work [2]
demonstrated the robustness and effectiveness of this
indexing strategy, it was evaluated with a small test
collection. When it was used for the NTCIR-II open
Chinese information retrieval evaluation, the results
were not good [3]. By comparison, other retrieval
systems were performing better in terms of retrieval
effectiveness in the NTCIR-II. It was not known
whether the problems of hybrid term indexing were
due to the indexing strategy per se, or due to the lack
of sophistication in our retrieval system, which is
called IR , or due to both.

A study was carried out to increase the level of
sophistication of our retrieval system by comparing
our implementation of the current state-of-the-art
retrieval models implemented in our IR  system,
including our implementation of the vector-space [5],
2-Poisson [6], logistic-regression [7] and Pircs
retrieval models [8] with those in the literature, using
conventional indexing strategies (i.e. character,
word, short word, bigram and Pircs indexing
strategies), evaluated using TREC-5, TREC-6,
TREC-9 and NTCIR-II (Chinese) test collections. An
attempt to compare the retrieval effectiveness for
different retrieval models and indexing strategies
based on title and long queries were made separately,

without pseudo-relevance feedback (PRF). The study
[4] showed that our retrieval system achieved
comparable results with those in the literature
although direct comparisons are difficult to make,
due to varying conditions and incomplete data. Also,
the study [4] showed that robust and good retrieval
effectiveness was achieved by our 2-Poisson
retrieval model using our bigram indexing.

Initially, we were hoping to target our effort in
cross-lingual information retrieval, as well as
Chinese information retrieval tasks, for NTCIR-III
participation. However, limited by resources and
without the knowledge of whether hybrid term
indexing strategy was good, we focused our effort to
evaluate hybrid term indexing for NTCIR-III. It is
also interesting to evaluate Chinese information
retrieval tasks in its own right since the test
collection of NTCIR-III has about triple the number
of documents compared with that of the other open
test collections (i.e., TREC5-9 and NTCIR-II).

The rest of the paper is organized as follows.
Section 2 reviewed hybrid term indexing. Section 3
reviewed various retrieval models used. Section 4
has a set of evaluations, including a comparison
between indexing strategies, retrieval models and
using PRF. Finally, Section 5 summarizes our
findings.

2 Hybrid Term Indexing

From previous work [9,10,11], it is clear that
words are the preferred index terms if there is no out-
of-vocabulary problem. To solve the out-of-
vocabulary problem, words can be extracted
automatically [12,13] but there are concerns about
the recall performance of automatic extractions or
the concerns about the scope of word formation rules
[14]. Instead, we propose to use bigrams to solve the
out-of-vocabulary problem. Bigrams have the
advantage that it is a completely data-driven
technique, without any rule maintenance problem.
Bigrams can be extracted on the fly for each
document. There are no requirements to define a
somewhat arbitrary threshold (or support) and there
is no need to extract and test any templates for word
extraction.
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However, bigrams have high storage cost. To
reduce this effect, bigrams and words are not
exhaustively indexed in the document. Instead,
bigrams are extracted at parts of the documents
where the out-of-vocabulary problem is likely to
occur. One method is to extract bigrams only at
regions where the Chinese phrases or sentences are
segmented into individual character sequences. In
this way, the number of extracted unique bigrams are
reduced and therefore the storage cost is kept low.
This idea of extracting information from single-
character sequences was already applied in word
extraction [15] but it was not applied in indexing for
information retrieval.

Input: Document d and the word dictionary D
Output: Index terms { w } ∪ { b }
Method: Hybrid Term Indexing
Step 1 Segment text into sequences  sk
Step 2 For each sequence sk of Chinese characters in the

document d do
Step 3 Segment sk using the word dictionary D
Step 4  For each word w ∈ D matched in sk do
Step 5 if |w| > 1 character and w is not a stop

 word then
Step 6 Index w
Step 7 end
Step 8 For each single-character segmented substring

 sk,m in sk do
Step 9 if |sk,m| > 1 character then
Step 10 For each bigram b in sk,m do
Step 11 Index b
Step 12 end
Step 13 else
Step 14 if sk,m is not a stop word then
Step 15 Index sk,m as a word w ∈ D
Step 16 end
Step 17 end
Algorithm A. Hybrid term indexing.

Algorithm A summarizes the discussion of using
both word-based indexing and bigram-based
indexing. Note that Algorithm A does not index
single-character words unless the single-character
segmented substring is a single character and it is not
a stop word. To secure better recall instead of
precision, Algorithm A can be changed to index all
single-character words that are not stop words. In
this case, step 5 of Algorithm A is modified to:

if w is not a stop word then,

and steps 13, 14 and 15 can be deleted. In this
evaluation, instead of using words, we used just two
character words and our indexing strategy is called
short hybrid term indexing.

3 Retrieval Models
 

 In NTCIR-II, we modified the vector space model
to compute a (length) weight that depends on the
length of the term and that computes the minimum
weight of the set of terms extracted from a concept
term. Here, the length weighting scheme is used but
other weighting mechanism is not used because it is
replaced by those specified by the specific retrieval
model.
 
 In the previous study [4], it was found that the
best combination of our retrieval model and our
indexing strategy was the 2-Poisson model and
bigram indexing. However, this result was obtained
using TREC-5, TREC-6, NTCIR-II and TREC-9 test
collections, which have about a third of the number
of documents in the collections compared with
NTCIR-III. It would be interesting to know if this
result still holds for NTCIR-III. Therefore, we
examined our implementation of the vector space
model, the 2-Poisson model, the logistic regression
model and the Pircs retrieval model.
 
 

3.1 Our Vector Space Model

The vector space model (VSM) ranks the
retrieved documents according to the similarity,
sim(.,.), between the query vector, q, and the
retrieved document vector, d. Lee [16] showed that
the cosine measure achieved better performance
compared with the Jaccard coefficient. The cosine
measure is defined as:
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where q • d is the inner product of q and d and ||.||2 is
the Euclidean distance of the argument. In fact, the
cosine measure can be considered as a normalized
value of the inner product similarity.
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Table 1: TF-IDF Weights

Both query and document vectors are vectors
over a set of term weights. A number of term
weights, known as the tf-idf weights, were proposed
in the past for document vectors. These term weights
are defined based on the frequency of the term in a
particular document and the number of documents
that contain that term. Based on results in our
previous experiments [4], the following two term
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weights were found better and used in this
evaluation, where Ltw1 is a common variant of the
tf-idf weight.

One problem with using the term weights is that
the document length is a distance function of the
term weights, which are dependent on the document
frequency of a term and its term frequency. This
implies that the document lengths need to be re-
computed whenever new documents are added, and
this is not desirable for incremental indexing. In this
evaluation, we try to find the type of term weights
that can work best with the document length defined
as the Euclidean distance of term frequencies, i.e.,

∑=
j

jii td 2
,2|||| . In this way, the cosine measure

can be used for dynamic collections and the type of
term weights can be found. In summary, the inner
product is computed based on the tf-idf weights and
the denominator is simply ||di||2 since ||q||2 has no
effect on the ranking, i.e.,
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 where c(q) is a vector with weights computed by
c(qj) ≡ qj for all j, and c(di) is a (document) vector
with weights computed by c(di,j) ≡ wi,j (Table 1) for
all j, and c(q) • c(di) ≡ Σj c(qj) × c(di,j ).

 

3.2 Our 2-Poisson Model

A well-known probabilistic model of
information retrieval is the 2-Poisson model by
Robertson and Sparck-Jones [17]. There are many
variations of this model [18] and the most common
one computes the well-known okapi weight (BM11
in [6]) of a document using the following simplified
summation of the BM11 weights:
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where N is the total number of documents, nj is the
number of documents that have term j, qj is the
weight for the query term j, ti,j is the occurrence
frequency of term j in document i, leni is the length
of document i, and len is the average document
length. The above BM11' weights were simplified
using the best retrieval results in [19], where the
three parameters of the okapi weights (k1, k2 and k3)
are set to k1 = 1.0, k2 = 0.0 and k3 = ∞ for the general
BM11 definition. Based on our previous study [4],
the document lengths were measured based on the
Euclidean distances. If length weighting is applied,

there is no need to re-normalize the document length,
since it is independent of the query weight.

3.3 Our Logistic Regression Model

The logistic-regression (LR) model [20] is
another well-known probabilistic information
retrieval model. It tries to estimate the parameters (or
weights) of the traditional Bayesian probabilistic
model [17] in a principled manner by using
regression to model the dependencies among the
data, instead of assuming binary independence or
validating the estimation of parameters using the 2-
Poisson model. By examining the training data for
English documents, up to four interactions are
modeled. This results in a (relatively) more complex
expression for the document weights, LR(q, di), that
depends on four mathematical terms, X1 …  X4,:
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where ||q ||1 is the City-Block length of the query q,
and ||d||1 is the City-Block length of the document d.
We used the above formulae to compute our logistic
regression similarity scores for each document in the
IR system.

3.4 Our Pircs Retrieval Model

Pircs [21] is another well-known probabilistic
indexing and retrieval system, which has consistently
performed well in the Chinese information retrieval
tasks of various open evaluations (TREC-5, TREC-6,
TREC-9 and NTCIR). The document weight P(q, di)
for the i-th document is a linear weighted sum of the
activation of query terms and documents in a
conceptual network of query terms, index terms and
documents:
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This mixture model in which weighting depends
on the direction of matching is an important
extension of the Bayesian probabilistic models
discussed previously. The mixture parameter α
determines the contribution of the weights applied to
the query terms and the index terms. According to
our pilot study, α has little impact on the retrieval
performance. For subsequent evaluation, α is set to
0.5.

Although there are probabilistic weights, like wi,j

and ωi,j, for query terms and documents,
respectively, these weights are scaled by some
normalized document and query term weights, after a
signal transformation function, S(.) . Based on our
previous study [4], the ramp function is used and our
implementation of Pircs only computed the ranking
score for the entire document, instead of based on
sub-documents. Length weighting is achieved by
scaling the query term frequencies. Since the
activation involves the computation of query lengths,
the query lengths need to be adjusted using the
length weighted query term frequencies for valid
results.

One important difference between our Pircs
retrieval model and the one in the literature is the
Pircs retrieval model in the literature typically uses
sub-documents for retrieval whereas our Pircs
retrieval model uses the entire document for ranking.
It is not known whether this would have an impact
on the retrieval effectiveness.

4 Evaluation

Based on the NTCIR-III test data, we examined
performance of various types of query and indexing
strategies (i.e. bigram, Pircs, hybrid and short
hybrid). The test data occupies about 747M bytes,
including mark up and directory structures and the
evaluation was carried out using 42 queries. The
evaluation was carried out using the IR system
configured for different retrieval models and
different indexing strategies. It is emphasised that the
retrieval models were implemented in our system
and they may not correspond to the retrieval systems
of other participants.

4.1 Space efficiency

Table 1 shows the storage cost of the inverted
index and the dictionary in megabytes. It is well
known that bigram indexing has the largest storage
cost. Hybrid term indexing incurs more index storage
than that of Pircs indexing by about 10%. Since the
dictionary storage cost of our Pircs indexing and
hybrid term indexing are similar, the difference in

storage between Pircs and hybrid term indexing is
due to the index (i.e. posting).

Indexing
Strategy

Index
(Mbytes)

Dictionary
(Mbytes)

Total
(Mbytes)

Bigram 1,329 84 1,413
Pircs 674 54 728
Hybrid 728 53 781
Short Hybrid 751 55 806
Table 2: Storage cost (in megabytes) of
the inverted index and the dictionary.

4.2 Formal Runs

Three formal runs were submitted based on the
2-Poisson model using short hybrid term indexing,
which uses only two character words for word
segmentation for the concept queries (C), the concept
and title queries (TC), and the question, title and
narrative queries (TDN). The performances are
summarised in Table 3.

Query Rigid (%) Relax (%)
Type MAP RP R MAP RP R

C 24 27 74 29 33 72
TC 27 30 78 33 36 75

TDN 28 32 80 35 38 79
Table 3: Performance of our formal runs
in percentages. Key: MAP for mean
average precision, RP for R-precision
and R is the recall.

In general, the more information in the queries,
the better the precision and recall. The precision
performances evaluated using the relax judgement
were consistently higher than those that were judged
rigidly. By contrast, the recall performance was
better for rigidly judged relevant documents than
relaxedly judged relevant documents. This
phenomenon may be due to the fact that there are
more documents judged as relevant by relaxed
judgements. Since only the top 1,000 documents are
examined whether evaluated using rigidly or relaxed
judged documents, the likelihood of observing a
relevant document judged in a relaxed manner is
higher than that for rigidly judged relevant
documents.

Figure 1 shows the precision of individual TDN
queries relative to (or minus) the precision of the
corresponding query averaged across different
formal runs. The precisions of 8 queries out of 42
were below average. The precisions of two queries
(i.e., 35 and 37) were substantially lower than
average. One query is about "war crime
prosecutions" and the other query is about "cloning
human bodies". We are not entirely sure why the
precisions were substantially worst than average.
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Figure 1: The precision of different TDN
queries relative to the precision of the
corresponding queries averaged across
all formal runs.

Figure 2 shows an interesting relationship between
precision and recall of individual queries, for 2-
Poisson model using hybrid term indexing. In this
figure, queries are ranked by their precision in
descending order. The general trend is that the lower
the precision, the lower the recall of a particular
query, with a correlation value of 66%. It suggested
that recall and precision of individual queries were
related rather than completely independent measures
of performance. In the rest of this paper, the mean
average precision will be reported and the recall
performance will be only reported when there are
sufficient space.
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Figure 2: Retrieval effectiveness
performance (i.e. recall and precision)
against individual queries ranked by the
precision performance in descending
order.

Direct comparison of our formal runs with other
formal runs is difficult because of the different
parameter settings and different levels of
sophistication. If we simply examine the overall
MAP values, then other groups like APL, Berkeley,
PIRCS, and CRL have obtained higher MAP values

than ours. If we compare on the basis of retrieval
without pseudo relevance feedback (PRF), then our
MAP values are amongst the best for each of the
submitted query types. Hence, we believed that our
retrieval model and indexing strategy are comparable
to the best performing groups.

4.3 Comparison with Other Indexing
Methods

In our previous study [4], it was found that the 2-
Poisson model using bigram indexing achieved
robust and good retrieval performance. Since Pircs
indexing has consistently achieved good results, we
examined bigram and Pircs indexing with the 2-
Poisson retrieval model for comparison purposes.

Table 4 shows the mean averaged precision
(MAP) and the recall performance for bigram, Pircs
and short hybrid term indexing strategies for four
common types of queries: title (T), concept (C), title
and concept (TC) and merging all query types
together (TDNC), without PRF. Clearly, our Pircs
indexing strategy without any PRF was not
performing as good as bigram indexing. Although
bigram indexing and our short hybrid term indexing
were performing similarly for different types of
queries using the 2-Poisson model, the recall
performance of hybrid term indexing was slightly
better than that of bigram indexing.

Rigid RelaxIndex Query
Type MAP R MAP R

T 21% 65% 26% 62%
D 19% 64% 24% 61%
C 25% 72% 29% 68%

TC 27% 78% 32% 74%

Bigram

TDCN 29% 82% 35% 77%
T 16% 54% 19% 49%
D 16% 53% 19% 50%
C 19% 63% 22% 58%

TC 21% 68% 24% 63%

Our
PIRCS

TDCN 21% 70% 25% 64%
T 21% 66% 27% 63%
D 20% 66% 27% 63%
C 24% 74% 29% 72%

TC 27% 78% 33% 75%

Short
Hybrid

TDCN 29% 82% 36% 78%

Table 4: The precision and recall
performance of the 2-Poisson model
using bigram, Pircs and short hybrid
indexing for five common types of
queries. Note that the rows with grey
background are results based on the
formal runs. Key: T for title queries, D for
description queries, C for concept
queries, TC for title and concept queries
and TDCN for combining all types of
queries together.
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Apart from indexing storage to differentiate the
performance of bigram and hybrid term indexing,
retrieval time is also another important
discriminating performance measure. Figure 3 shows
the retrieval time per query against the number of
terms per query, for bigram and short hybrid term
indexing, similar to [22]. For both bigram indexing
and short hybrid term indexing, the retrieval time
varies linearly with the number of terms in a query,
with over 90% correlation. However, it appeared that
short hybrid term indexing takes longer to retrieve
compared with bigram indexing if the number of
terms in a query is identical. This indicates that the
posting lists of hybrid term indexing are longer than
for bigram indexing.

However, the number of query terms indexed
using bigrams is larger than that using short hybrid
term indexing for the same query. Since the retrieval
time is a linear function of the number of terms in the
query, the total retrieval time may be longer for
bigram indexing than short hybrid term indexing and
it may be sufficient to compare the average retrieval
time per query for bigram indexing and short hybrid
term indexing. Using TC and TDCN queries
together, bigram indexing takes about 37s per query,
compared with 24s per query. Therefore, the retrieval
speed of hybrid term indexing is about 1.5 times
faster than that using bigram indexing. In our past
study [4], the retrieval speed of word indexing was
the fastest and it was only 1.15 times faster than
bigram indexing. Hence, it seemed the retrieval
speed for hybrid term indexing would be even faster
than word indexing although further evaluation is
necessary.
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Figure 3: Retrieval time per query for bigram
indexing and short hybrid term indexing for
TC and TDCN queries.

In summary, hybrid term indexing achieved
similar retrieval effectiveness performance as bigram
indexing using the 2-Poisson model and it is more
efficient in terms of index storage and retrieval speed
than bigram indexing.

4.5 Comparison with Other Retrieval Models

To verify the findings of the previous study [4],
we examined whether the retrieval effectiveness of
2-Poisson model combined with bigram indexing
was the best, compared with the vector-space model,
logistic-regression model and Pircs model. For the
vector-space model, Ltw1 weighting scheme (Table
1) is used.

Rigid (%) Relax (%)Type RM
b p h b p h

VSM 17 8 15 22 11 21
LR 20 18 20 26 20 27
2-P 21 16 21 26 19 27

T

PP 19 16 18 25 20 23
VSM 15 8 16 20 11 20
LR 18 17 19 23 20 25
2-P 19 16 20 24 19 27

D

PP 16 15 13 21 19 18
VSM 18 8 17 22 10 21
LR 23 19 23 28 22 28
2-P 25 19 24 29 22 29

C

PP 23 19 19 27 21 23
VSM 21 10 20 26 13 25
LR 25 21 25 29 25 31
2-P 27 21 27 32 24 33

TC

PP 25 20 20 29 24 24
VSM 23 13 21 28 18 27
LR 28 19 26 33 24 33
2-P 29 21 29 35 25 36

TDCN

PP 23 16 16 28 20 18

Table 5: The mean averaged precision
based on the rigid and relax judgment of
relevance for the different retrieval
models (RMs): vector space model
(VSM), logistic-regression model (LR),
the 2-Poisson model (2-P) and our Pircs
retrieval model (PP), for five types of
queries, comparing bigram (b), our Pircs
(p) and short hybrid (h) indexing
strategies.

Table 5 shows the mean average precision based
on the rigid judgment of relevance for different
retrieval models using bigram, Pircs and short hybrid
term indexing for five types of queries (i.e., T, D, C,
TC and TDCN). Clearly, the 2-Poisson model
achieved the highest precision using bigram indexing
for the four types of queries based on the rigid
relevance judgment. This confirms our previous
study [4]. However, the highest precision achieved
using he 2-Poisson model and bigram indexing is the
same as that corresponding to the 2-Poisson model
using short hybrid term indexing, differing by no
more than 1% in just one type of queries (i.e.,
concept queries). The results in Table 5 also shows
that the highest precisions were obtained if short
hybrid term indexing is used for the 2-Possion
model. In particular, for relax judgment, the (equal)
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best performances were consistently obtained by the
2-Poisson model using short hybrid term indexing.

4.6 Pseudo-Relevance Feedback

All of the evaluation carried out did not use
pseudo-relevance feedback (PRF) because this
facilitates direct comparison of different retrieval
models using different indexing strategies. However,
if we compare the best performance (Table 6)
without regard to the sophistication of the retrieval
systems, our performance is still about 5% lower
than the best formal runs. An immediate question is
whether the performance of the 2-Poisson model
using short hybrid term indexing can be comparable
by increasing the sophistication of our retrieval
system further. Therefore, we explored the use of
PRF.

Query Rigid Relax
Type

# formal
runs MAP RP MAP RP

T 1 19% 22% 25% 28%
D 14 29% 30% 36% 38%
C 4 24% 27% 29% 33%

TC 4 30% 31% 38% 39%
TDCN 8 34% 35% 42% 43%
Table 6: Best performance of all the
formal runs for T, D, C, TC and TDCN
queries. Key: MAP for mean average
precision and RP for R-precision.

Our PRF scheme collects the top six documents
and extracts the best, 140 terms by our ranking score,
which are simply the product of the total term
frequency and the number of documents that the
term has appeared in the top six documents.

Table 7 shows the mean averaged precision, R-
precision and recall of the 2-Poisson model using
hybrid term indexing, with our PRF. Although our
performance with PRF for title queries were much
better than the best in the formal runs (Table 6), there
was only one formal run submitted for title queries.
Hence, it is difficult to conclude whether the 2-
Poisson model using short hybrid term indexing was
performing better than others for title queries. Again
for C queries and TC queries, there were only four
formal runs. For TDCN queries, there were eight
formal runs. In this case, the MAP performance of
the 2-Poisson model using short hybrid term
indexing with PRF was comparable to the best
results in the formal runs. Since the D queries were
used for comparison in the workshop, the number of
participating systems was the largest. In this case,
our 2-Poisson model with short hybrid term indexing
achieved similar performance as the best results in
the formal runs for D queries. However, it is unclear
whether better results would be obtained in the

informal runs of other participating retrieval systems.
For future comparisons, the average precisions for
the top 10 (retrieved) documents using the 2-Poisson
model with short hybrid term indexing are reported
in Table 7.

Rigid (%) Relax (%)Query
Type P RP P10 R P RP P10 R

T 28 28 32 74 34 35 47 71
D 32 33 40 81 39 40 54 77
C 32 32 41 81 38 39 55 76

TC 33 33 42 81 39 39 55 76
TDCN 35 35 43 86 41 42 59 80
Table 7: Performance of the 2-Poisson
model using short hybrid term indexing,
with PRF. Key: P for mean average
precision, RP for R-precision, P10 is the
average precision for the top 10
(retrieved) documents and R is the recall.

5 Summary

In this participation, we have demonstrated that
our 2-Poisson model using hybrid term indexing was
an effective and efficient combination of retrieval
model and indexing strategy. Further, the
effectiveness of this combination of retrieval model
and indexing strategy can enhance the mean
averaged precision performance to be comparable to
the best formal run results using PRF. Therefore, we
conclude that short hybrid term indexing strategy is a
promising indexing method if used with the 2-
Poisson model.

We have also demonstrated that the sophistication
of our IR system is comparable to other participating
systems in terms of retrieval effectiveness. It should
be emphasised that some participating groups are
interested in understanding specific information
retrieval issues, which may not relate to achieving
comparative good retrieval effectiveness. Also, it
should be emphasised that the results obtained are
based on our implementation of different retrieval
models, in which there may be unknown differences
with those published in the literature.
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