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Abstract

This paper proposesa statistical method of ac-
quiring knowledgeabout the abbreviation possibil-
ity of someof multiple phrasesmodifyingthe same
verb/noun. Our methodcalculatesweight valuesof
multiple phrasesby mutualinformationbasedon the
strength of relation betweenthe phrasesamongthe
multiple phrasesand modifiedverbs/nouns. Among
phrasesmodifyingthe sameverb/noun,thosehaving
relatively low weightvalue are deleted. The evalua-
tion of our methodby experimentshowsthat the pre-
cisionattainsabout74.0%andtherecall attainsabout
43.0%.

Keywords: abbrviation of multiple phrases,cor-
pus,summarization.

1 Intr oduction

Recentrapid progressof computerand communi-
cation technologiesenabledus to accessenormous
amountof machine-readabl@formationeasily This,
however, has causedso called the information over
load problem. Underthesecircumstanceshe neces-
sity for automaticsummarizatiorhasbeenincreasing
andhasbeenintensiely studiedrecently(seee.qg,[d]).
No all-purposeautomaticsummarizatiormethodfor
summarizingary type of documentsappropriatelyex-
ists, thus, in mary cases,we must combineseveral
summarizatiormethodsas componentsvhenwe de-
velop an automaticsummarizatiorsystem. Deletion
of someunnecessarpartsfrom a sentencds among
suchimportantsummarizatioomethods[1}3].

In this paper we proposea statistical learning
method which acquiresknowledge about the dele-
tion possibility of someof multiple phrasesmodify-
ing the sameverb/nounin orderto summarizea doc-
umentby deletingunimportantsggmentsfrom a sen-
tencein thedocumentAs amethodof summarization
which deletesunimportantsegmentsfrom a sentence,
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Ohtakeet al.[7][8] proposesa methodwhich deletes
one of two phraseganodifying the samenoun by us-
ing manually constructedules. Knight et al.[5] and
Jing[d andTakeuchietal.[11] proposemethodsvhich
extract rules for reducinga sentencefrom aligned
corpusof human-madesummariesand their original
manuscripts. As for suchapplicationof supervised
learningusingalignedcorpus Katohetal.[4] proposes
amethodwhich acquiresknowledgeaboutparaphras-
ing by usinganalignedcorpusof manuscript$or char
acterbroadcastingi.e.,akind of summariespndcor-
respondingriginal TV news manuscripts.

However, thesepreviously proposedmethodshave
thefollowing dravbacksfor practicaluse.

e To makeacompletdist of rulesmanuallyin or-
derto deleteunimportantsegmentsfrom a sen-
tenceis a hardtask.

¢ Aligned corpus between original manuscripts
and summariess useful. But it is not neces-
sarily available. Moreover, constructingsum-
mariesmanuallyfor obtainingsuchalignedcor
pusis atime-consumingndcostlytask.

By thesereasons,we proposea statisticallearning
methodwhich acquiresknowledgefrom agenerakor
pus(e.g.,news paperarticles),aboutthe deletionpos-
sibility of some of multiple phrasesmodifying the
sameverb/nourto summarizévy deletingunimportant
segmentsfrom a sentenceNote that multiple phrases
denotesomephrasesmodifying the sameverb/noun
and a phrasedenotesone of the multiple phrases
throughoutthis paperunlessspecifiedotherwise. An
exampleis shavn asfollows. In this example,three
phrasesnodify averb“wasuereu(= 41 % :forget)”;

Example 1: watasitatiha kessite 1+ 17wo wasueteha-
naranai (BA7=Hi3k LT 1 - 1 7] 28T
72 572 We mustnever forget“1 + 177.),

phrasel: watasitatiha(fA7z H1%: We),

phrase2: kessitg# L T: never),

phrase3: 1+17wo( 1 + 1 7] %:“1-17"),

modified verb: wasueru (=15 : forget),
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Sakai et al.[9][10] propose statistical methods
which acquireknowvledgefrom agenerakorpusabout
thedeletionpossibilityof adnominalerbphrasesand
phrasesmodifying a verb, respectiely. The method
proposedn [9] acquireknowledgeaboutthedeletion
possibility of adnominalverb phrases. The method
proposedn [10] acquiresknowledgeaboutthe dele-
tion possibility of phrasesmodifying a verh  How-
ever, the method[9] is appliedonly to the adnominal
verbphraseandthemethod10] is appliedonly to the
phrasesnodifying a verb, the methodto be proposed
in this paperappliesto all phrase@mongthe multiple
phrases.

Themethodproposedy Ohtakeetal.[7][8] deletes
one of two phraseamodifying the samenoun by us-
ing manually-constructedules andthe systemYEL-
LOW which implementedhe methodexhibits a good
performanceat TSC1taskB in NTCIR Workshop2.
However, themethodcanonly beappliedto sentences
having structuresmatchingthe rulesandconstructing
suchrules manuallyis a hardtask. In contrast,our
methoddeletessomeof multiple phrase$aving unim-
portant contentsby using statisticalinformation ob-
tainedfrom a singlecorpus.Consequentlymoreflex-
ibility in deletionof someof multiple phrasess at-
tained. Moreover our methodcan be appliedto not
only multiple phrasesmodifying the samenoun but
alsomultiple phrasesnodifyingthesameverh In gen-
eral,themultiple phrasesnodifying the sameverbap-
pearmore frequentlythanthosemodifying the same
noun(aswill beseenin Table2).

Our methodextracts knowledge aboutdeletion of
someof multiple phrasedrom a single corpus,e.g.,
news paperarticles provided as a machine-readable
form, document®btainedrom WWW which areeas-
ily available.

We participatein the TSC2taskA in NTCIR Work-
shop3 to evaluateour methodandshaow resultsof this
task in this paper Moreover, we also evaluate our
methodby recallandprecisionin additionto theeval-
uationby TSC2.

We introduce our methodin Sec. 2 andits im-
plementatiorandexperimentsfor evaluationareillus-
tratedin Secs.3 and4, respectiely. We show results
of the TSC2taskA in Sec.5. We analyzethe results
of the experimentsin Sec. 6. Sec. 7 concludeghis
paper

2 Proposedmethod

Our methodis basedon the intuition that some
phrasesamongthe multiple phraseswhich are easily
associateavith by modifiedverb/nouncanbedeleted.
For example,in “Examplel”, phrasekessitéi®: L C:

never) is easilyassociateavith by modifiedverb“wa-
sursy =45 : forget)”.

To reflect the intuition, we calculatethe weight
value assignedto the strength of the relation be-
tweenaphraseamongmultiple phrasesandamodified
verb/nourby the phraseandphraseiaving relatively
small weight value comparing with other phrases
amongthe multiple phrasegredeleted And, a phrase
having the largest weight value amongthe multiple
phrasess not deleted. The weight value assignedo
the strengthof the relationis calculatedby a formula
basedon mutualinformationandit hassmall weight
valueif themutualinformationhasa largevalue. That
is, the combinationof the phraseamongthe multiple
phraseandthe modifiedverb/nounwhich hasalarge
mutualinformationvalue,is frequentlycontainedn a
corpus.Consequentlysuchphrasesare easilyassoci-
atedwith by theverb/noun.

Weintroduceadeletionmethodof someof multiple
phrasesnodifying the sameverbin Sec2.1anddele-
tion of someof multiple phrasesnodifying the same
nounin Sec2.2.

2.1 Deletionof someof multiple phrasesnod-
ifying the sameverb

We introduceour deletionmethodof someof mul-
tiple phrasesnodifying the sameverh An exampleof
multiple phrasesnodifying the sameverbis shavn as
follows.

Example 2: watasitatiha kessite1 - 17 wo wasueteha-
naranai (FA7=Hixk LT 1 - 1 7] 28T
72 b 72> We mustnever forget“1 » 17")),

phrase1: watasitatiha(fA7z 5% We),

phrase2: kessitg& L T: never),

phrase3: 1+17wo( 1 - 1 7] %:1-17),

modified verb: wasueru (5 5 forget),

O

Thisexampleshavsthatverb“wasueru (5415 : for-

get)”is modifiedby threephraseswhich arewatasitati
ha (FA72 B 1% we), kessitg(t L T: never)andl - 17

wo(l1-17] %:1-17). Wedefinesuchastructure
of asentencasthe multiple phrasesnddenoteoneof

themultiple phrasesisE(M, ¢, V),

where,

E(M,c,V): thephrasecontainingword M andmod-
ified verb V' by relationoperatore,

M: aword containedin the phraseFE (M, ¢, N) and
modifying verbV,

c: the relation operator shaving relation between
word M andverbV,



where, M is a word modifying verb V. The part of

speechof M is either of a noun, a verb, an adjec-
tive, an adwerb, or a demonstratie. However, an an-
cillary wordsare excluded (for examplesufiixes and
post-positionaparticles.,etc.). For example,whena
phrasd@s1-17wo( 1 -1 7] %:1-17),M isthe
word 1+ 17. If word M is anoun, M is the seman-
tic code(feature)of the noun,where,we employthe
“HZE{RR (Tangotaikei vocatulary system)”in the
thesaurus A AFEFER AR (Nihongogoi taikei)’[1]

asadictionaryof semanticodegfeatures) However,

if word M is a nounwhich doesnot have a semantic
code(feature), M is the noun. Moreover, if noun N

is acompoundioun,noun is replacedwith anoun
containedat the end of the compoundnoun. For ex-

ample, N is “Tougou#:£: unification)”, whennoun
N is “Shijo Tougoyi¥5#t&: marketunification)”.

(The* Shijo Tougoy & #i A marketunification)”is

a compoundnoun composeddf a noun:“Shijo( i

market)”anda noun:‘Tougou#t&: unification)”).

¢ shavs the relationbetweenword M andverb V.
We definec asarelationoperator For example,when
aphraseis1-17wo( 11 -17] %#: 1-17),cis
shawvn as“ 7 # (wo kaku wo-case)”,because case
post-positionaparticleis “ 7 # (wo kaku wo-case)”
in thisphrase Somerelationoperatorsareexemplified
in Table4, wherethe symbolof relationoperatorc is
basedon theresultsanalyzedy KNP! version2.0b6
whichwe employasa parser

2.1.1 Algorithm for deleting some of multiple
phrasesmodifying the sameverb

Basedontheabore obsenations,our methodof delet-
ing someof multiple phrasesnodifying the sameverb
is formally describedasfollows:

Algorithm for deleting some of multiple phrases
modifying the sameverb

[Step1:] WeightvalueW (E(M, ¢, V')) of oneof mul-
tiple phraseE (M, ¢, V) is calculatedoy thefollowing
formula:

W(E(M, e, v)) = AW X P(E(M, e, V).

f(M,c, V)

1
exp(I(M,c,V))’ (1)
10,6, V) =log(s - L0 V) ) )

f(]wv C) ) f(C, V)
where

f(M,c,V): frequeny of phrasesvhichincludeword
M andmodify verb V' by relationoperatorc in
thecorpus,

! http://www-lab25.kuee.kyoto-ac.jp/nl-resotce/kmp.html
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f(M,c): frequeng of phrasesvhichincludeword M
and modify verbsby relation operatorc in the
corpus,

f(e,V): frequeng of phrasesvhich modify verb V/
by relationoperatorc in a corpus,

S: frequeng of all multiple phrasesn the corpus,

A(M): frequeny of partof speechof M in thecor
pus, the part of speechof M is eithera noun,
a verb, an adjectize, a conjunction,an adwerb,
or a demonstratie pronoun. However, if the
part of speechof M is anoun, A(M) is setto
be A(M)/2, becausehe frequeng of part of
speechof nounis too high comparingto those
of otherpartsof speech.

P(E(M,c,V)): the numberof clausescontainedin
phraseE(M,c, V).

[Step 2:] Ws(E(M,c;,V)) is calculatedby the fol-
lowing formula:

WS(E(]LTJ', Cj, V))
W(E(Z\/[j, Cj, V))

- max;j—12,...k W(E(M;,¢;,V))’ ©

here,verb V' is modifiedby k phrasesthatis, verb V/
is modifiedby E(My, ¢1,V), ..., E(My,ck, V).

[Step 3:] DeletephraseE(M;, ¢;, V) having weight
value Ws(E(M;,c;,V)) smaller than a threshold
valuepredeterminedby trial anderror.

O

2.1.2 Explanation of the Algorithm to delete
phrasesmodifying the verb

We calculatetheweightvalueassignedo the strength
of the relation betweena phrase among multiple
phrasesand the modified nounin Step 1. Therela-
tive valuesto a phrasein the multiple phrasesarecal-
culatedin Step 2. And, the phrasedaving relatively
smallweightvaluecomparingo thoseof otherphrases
are deletedin Step 3. Hence,the phrasehaving the
largestweightvalueis not deletedamongthe multiple
phrases.

I(M,c, V) is the mutual information between
phrase E(M, ¢, V) containing word M and verb
V' modified by relation operatorc. If the mu-
tual information has a large value, the weight value
Ws(E(M,c,V)) is small,andasa result,the phrase
E(M, ¢, V) tendsto be deleted. The combinationof
phraseE (M, ¢, V') andthe modifiedverb V having a
large mutualinformationvalueis frequentlycontained
in the corpusand sucha phraseis easily associated
with by verb V.
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Table 1. Some relation operator s (multiple phrases modifying the same verb)

Oct. 2002

| partof speectof M | relationoperators

noun F#% (gakaku ga-case) 7#% (wokaku wo-case)

noun T ¥ (dekaku de-case) =#& (ni kaku ni-case)

verb #BAFHER (hukugouzrenyou verbphrases)

adjective 598 (zyakurenyou adjectie phrases)

Table 2. Frequency of part of speech of M

partof speectof M phrasesnodifying verbs | phrasesnodifying nouns
noun 1277730 77754
verb 178203 22217
adjectve 53918 12709
adwerb 70479 2243
demonstratie pronoun 15763 4086
conjunction 19088 108
S 1615181 119117

A(M) is the frequeng of the part of speechof
M modifying verb V' in corpus. Thus, it is diffi-
cult to deletephrasescontainingword M with large
A(M) value (for example,the part of speechof M
is a nounor averb). But, it is easyto deletephrases
containingword M with small A(M) value (for ex-
ample, the part of speechof M is an adjectve or a
conjunctionor an adwerb). Moreover, the value of
A(M) changesvith phrasesnodifying the sameverb
or phrasesmodifying the samenoun. Thus, degree
of deleting some of multiple phraseschangeswith
phrasesnodifying nounsor phrasesnodifying verbs.
Table2 shavs A(M) whenwe use66686documents
from Nikkei newspaperarticles from Januaryl, to
June31, 1993, asa corpus. P(E(M,c,V)) is the
numberof clausescontainedin phraseE (M, ¢, V).
For example, when phraseE (M, ¢, V) is kessiték
L T: never), P(E(M,c,V)) = 1. If the phrase
E(M,c,V) has a large P(E(M,c,V)) value, the
phraseE(M, ¢, V) is hardto deletebecausats dele-
tion causesseriousinformationloss. Consequently
phraseswith P(E(M,c,V)) > 4 arenot deletedby
our method.

In addition, phrasesmodifying verbs“suru(3 5:
do), naru(Z2%: be),aru(®» %: be)” arenot deleted
by our method,becausethe phraseanodifying their
verbs are hardly associatedwith by them. Next,
phrasesnodifying verbsby relation operatorsshavn
in Table3 arenot deletedby our method. This is be-
causethe phrasescontainingtheir relation operators
areasubjectve caseor oftenhave importantcontents,
thendeletioncauseseriousnformationloss.

Table 3. Relation operator s which un-
deleted phrases modify verbs by

F#: (gakaku gacase) T ¥ (wokaku wo-case)
=¥ (ni kaku to-case) & (to kaku to-case)
F#& (mikaku null-case) ~ & (~to: to)

2.2 Deletionof someof multiple phrasesnod-
ifying the samenoun

We introducea deletionmethodof someof multi-
ple phrasesnodifying the samenoun. An exampleof
multiple phrasesnodifying the samenounis shavn as
follows.

Example 3: seikenwo obiyakasuyuuryokuna raibaru ga
sonnzaisinai (B % & 13811727 A 7S )VINTEHE
L 72\ : Thereis no strongrival who threatenghe
administratiorexists.),

phrasel: seikeinvoobiyakasuBi#% &5 3 whothreat-
enstheadministration),

phrase2: yuuryokuna (& 7172 strong),

modified noun: raibaru (7 - 73/ rival),

O

This exampleshavsthatnoun®“raibaru (7 - 23/V: ri-
val)” is modifiedby two phraseswhich areseikerwo
obiyakasu(Ei#E % & »>7". threateningthe adminis-
tration) andyuuryokuna(& /1 72: strong). We define
sucha structureof a sentencesthe multiple phrases,
anddenotethe multiple phrasessE(M, ¢, N),
where,



E(M,c, N): thephrasecontainingword A andmod-
ifying noun N by “relation operator’c,

M: aword containedin the phraseE (M, ¢, N) and
modifyingnounN,

c: the “relation operator”shawing relation between
word M andnouni,

c shawvsrelationbetweerword M andnounN. For
example,whenthe phraseis seikenwo obiyakas@E
e % D>7 " threateninghe administration) the c is
shavn as“BhFAE# & (doushirentai adnominalverb
phrase)”, becausethe phraseis an adnominalverb
phrase Somerelationoperatorareexemplifiedin Ta-
ble4.

2.2.1 Algorithm for deleting some of multiple
phrasesmodifying the samenoun

Basedontheabore obsenations,our methodof delet-
ing someof multiple phrasesnodifyingthesamenoun
is formally describedasfollows:

Algorithm for deleting some of multiple phrases
modifying the samenoun

[Step 1:] Weight value W(E(M, ¢, N)) of one of
multiple phrasesF (M, ¢, N) is calculatedoby the fol-
lowing formula:

A(M) - P(E(M, ¢, N))

W(E(M, ¢, N)) = R
1
eone Ny Y
I(M, e, N) = log(5 - (M(Zz)’—())) (5)
where

f(M,c,N): frequeny of phraseswhich include
word M andmodify noun N by relationoper
atorc in thecorpus,

f(M,c): frequeng of phrasesvhichincludeword M
and modify verbsby relation operatorc in the
corpus,

f(e,N): frequeng of phraseswhich include words
andmodify nounN by relationoperatorc in the
corpus,

S: frequeng of all multiple phrasesn acorpus.

A(M): frequeng of the part of speechof M in the
corpus.However, if the partof speectof M isa
noun,A(M) is setto be A(M)/2.

P(E(M,c, N)): the numberof clausesconstructing
phraseE (M, c, N).
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Table 5. Relation operator s which un-
deleted phrases modify nouns by

F#: (gakaku gacase) T ¥ (wokaku wo-case)
& (to kaku to-case) / ¥ (nokaku no-case)
AH& (mikaku null-case) B (rensetu adjoin)

~ & (~to: to)

[Step 2:] Ws(E(M,c;, N)) is calculatedby thefol-
lowing formula:

WS(E(Z\IJ, Cj,s N))

_ W(E(]\Iﬁ G N)) (6)

max;=1,2, .k W(E(Mj,cj, N))’

here,noun N is modifiedby k& phrasesthatis, noun
N is modifiedby E(My,c1, N), ..., E(My, ¢, N).

[Step 3:] DeletephraseE(M;, ¢;, N) having weight
value Ws(E(M;,c;, N)) smaller than a threshold
valuepredeterminedby trial anderror.

O

In addition, phrasesmodifying nouns“koto( Z & :
thing), mond® @: thing)” are not deletedby our
method. Next, phrasesmodifying verbsby relation
operatorsshavn in Table 5 are not deletedby our
method.

3 Implementation

We implementedour methodfor participatingin
TSC2taskA. Weuse61637 documentsrom Mainichi
newspaperarticlesfrom Januaryl, to June31, 1998,
asadocumentet. Becausepur methodis appliedto
the systemdevelopedfor participatingin TSC2taskA
andthe Mainichi newspaperarticlesare employedas
a corpusin TSC2taskA. We employJUMAN? ver
sion 3.5 as a morphologicalanalyzey and KNP ver-
sion 2.0b6as a parser Our methodacquiresknowl-
edgeaboutthedeletionpossibilityof someof multiple
phrasesanddeletessomeof multiple phrasedy using
the acquiredknowledge. The phrasegleletedby our
methodareexemplifiedasfollows. Note thatthe mul-
tiple phrasesleletedby our methodareunderlined.

Example 4: watasitatiha kessite 1.17 wo wasueteha
naranai (A7 HiE tkLC 11 + 1 7] 2T
72 B 720N We mustnot never forget“1 - 17”.)

Example5: tokuni konngo kyouwakoku ga ni-
giru afurikahyouwo naniganandemd&akuhosuruo
tikatta(é: W& avyakmERE 77 ) 1 EE

RICBBRATY FERT 5 &E -7 In particular
he promisedthat the Africa vote which Republicof
Congohaswassurelysecured.)

2 http://www-lab25.kuee kyoto-ac.jp/nl-resorce/jumanhtml
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Table 4. Some relation operator s (multiple phrases modifying the same noun)

partof speectof M | relationoperators

noun / ¥ (nokaku no-case)

noun & (to kaku to-case)

verb EFE K (dousirentai adnominalerbphrase)
adjectie MK (keihanrentat adnominaladjectie phrase)

Example 6: chuugokudeno hatuno gorin kaisai ni syu-
unennwo miserupekinnnado...(*F E T® # D Fkg
B ICHE T A 52 L. .., including Bei-
jing which shavs a deepattachmento hold the first
Olympic Gamesn China.)

4 Evaluation by TSC2in NTCIR Work-
shop3

We participatein TSC2in NTCIR Workshop3 for
evaluationof our methodand analyzeresultsof this
taskin this paper Table6 shaws the resultsof TSC2
task A by the summarizatiorsystemwhich usesour
methodasan elementconstructingit. The systemis
constructedy anextractionmethodof importantsen-
tencesand our deletionmethodof unnecessarparts
from a sentence.We employ the extraction method
implementedn a systemYELLOW/[7][8], which ex-
hibited a goodperformanceat TSCtaskA in NTCIR
Workshop?2. Table6 alsoshaws the resultsof TSC2
by the systemYELLOW to comparewith our method.

5 Experimentsfor evaluation

We evaluateour methodby precisionandrecallin
additionto the evaluationby TSC2in NTCIR Work-
shop3. Forthis purposewe implementour methodby
employing66686 documentdrom Nikkei nevspaper
articlesfrom Januaryl, to June31, 1993,asa corpus
andwe choosedocumentdor deletingsomeof multi-
ple phrasesy our method.We manuallymakea cor-
rectdatasetwhich shavs multiple phrasesppropriate
to be deletedamongthe choserdocumentsNote that
theprecisionandtherecallaredefinedasfollows.

Recall R = freq(A)/freq(C),
Precision P = freq(A)/freq(M),
where,

freq(A): thefrequeng of the samephraseshavn by
the correctdatasetwith phrasesieletedby our
method,

freq(C): thefrequeng of phraseshavn by the cor
rectdataset,

freq(M): the frequeng of phrasesdeleted by our
method.

Table 7. Result of comparing our method

with YELLOW
Method Precision(%)| Recall(%) | Deleted
Our method 71.2 49.1 73
Yellow 65.8 48.6 79

5.1 Evaluation of our method of deleting
someof multiple phrasesmodifying the
samenoun

Themethodproposedy Ohtakeetal.[7][8] deletes
one of the two phrasesmodifying the samenoun by
using 36 manually-constructedules and the system
by usingthe methodexhibited a goodperformanceat
TSCltask B in NTCIR Workshop2. We compare
our methodwith the methodproposedby Ohtakeet
al[7][8], and call the methodYELLOW. We choose
85 documentdrom 66686 articlesof Nikkei newspa-
per from Januaryl, to June31, 1993. And we man-
ually makea correctdataset which shovs multiple
phrasesmodifying the samenoun appropriateto be
deletedamongthe 85 documentsThereare 135 mul-
tiple phrasesnodifying the samenounin the157doc-
uments. Table 7 shows the resultsof comparingour
methodwith YELLOW. The thresholdvaluesof our
methodare adjustedso that the recall of our method
coincideswith thatof YELLOW. Next, Table8 shovs
a partof the resultsof precisionandrecall which are
calculatedfor thresholdvalueschangedrom 0.12 to
0.32 onour method.

5.2 Evaluation of our method of deleting
someof multiple phrasesmodifying the
sameverb

We choosel2 documentsfrom 66686 articles of
Nikkei newspaperfrom Januaryl, to June31, 1993.
And we manuallymakea correctdatasetwhich shavs
multiple phrasesappropriateto be deletedamongthe
12 documents.Thereare 199 multiple phrasesnod-
ifying the sameverb in the 12 documents. Table 9
exemplifieda partof theresultsof precisionandrecall
calculatedfor thresholdvalueschangedrom 0.12 to
0.32 onour method.
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Table 6. The results of TSC2 in NTCIR Workshop 3

System| C20% | R20% | C40% | R 40%

Systenby usingour method 2.53 2.87 2.60 2.77
SystemYellow 2.67 2.97 2.50 2.77

Systenby usingtf 3.30 3.30 3.20 3.10
manuallysummarization| 2.33 2.20 2.10 2.03

Table 8. Result of recall and precision
at multiple phrases modifying the same

Table 9. Result of recall and precision
at multiple phrases modifying the same

noun verb

Threshold| Precision(%)| Recall(%)| Deleted Threshold| Precision(%)| Recall(%) | Deleted
0.12 75.4 40.6 57 0.12 75.0 39.0 72
0.14 76.7 43.4 60 0.14 76.0 41.2 75
0.16 76.7 43.4 60 0.16 75.0 41.2 76
0.18 74.6 44.3 63 0.18 75.3 41.9 77
0.2 75.0 45.3 64 0.2 75.6 42.6 78
0.22 73.1 46.2 67 0.22 74.7 42.6 79
0.24 72.5 47.2 69 0.24 75.3 44.0 81
0.26 70.4 47.2 71 0.26 73.5 44.0 83
0.28 70.8 48.1 72 0.28 735 44.0 83
0.3 70.8 48.1 72 0.3 74.1 45,5 85
0.32 71.2 49.1 73 0.32 74.1 45,5 85
Average 73.4 45.7 66.2 Average 74.7 42.9 79.5

6 Discussion

As shown in Table 7, the precisionandthe recall
of the deletion of someof multiple phrasesby our
methodattain about74.0% and 43.0%, respectely.
Moreover, Table 7 shows that the precision of our
methodis superiorto thatby the methodof YELLOW
whenthe recall of our methodis adjustedo coincide
with thatof YELLOW. Thusour methodis promising
as a componentto deletesomeof multiple phrases.
We considerthat the reasorwhy our methodoutper
formsYELLOW is that36 deletionrulesof YELLOW
do not cover all typesof multiple phraseanodifying
nouns,asthey are manuallyconstructed.In contrast,
our methodusestheimportancefor ary phraseamong
multiple phrasesn the documents.Note thatthe im-
portances increasedvhenthe weightvalueassigned
to the strengthof therelationbetweera phraseamong
multiple phrasesinda modifiedverb/nounhasa large
value. However, YELLOW doesnot usesuchkind of
information.

7 Conclusion

We proposeda statisticallearning methodwhich
acquiresknowledge aboutthe deletion possibility of
someof multiple phrasesrom a news papercorpus

providedin amachine-readablfrm in orderto sum-
marizeby deletingunimportantsggmentsfrom a sen-
tence. Actually, our methoddeletessomeof multiple
phraseshich areeasilyassociateavith. We evaluate
our method,andwe concludethat our methodis able
to deletesomeof multiple phrasesappropriately be-
causethe precisionandthe recall attainabout74.0%
and 43.0%, respectiely. Experimentalresultsshav
thatour methods usefulfor deletingsomeof multiple
phrases.
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