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Abstract

Speech recognition has of late become a practical
technology for real world applications. For the pur-
pose of research and development in speech-driven re-
trieval, which facilitates retrieving information with
spoken queries, we organized the speech-driven re-
trieval subtask in the NTCIR-3 Web retrieval task.
Search topics for the Web retrieval main task were
dictated by ten speakers and recorded as collections
of spoken queries. We used those queries to evaluate
the performance of our speech-driven retrieval system,
where speech recognition and text retrieval modules
were integrated. The text retrieval module, which is
based on a probabilistic model, indexed only textual
contents in documents (Web pages), but did not use
HTML tags and hyperlink information in documents.
Experimental results showed that a) the use of target
documents for language modeling and b) enhancement
of the vocabulary size in speech recognition were ef-
fective to improve the system performance.

Keywords: Web retrieval, speech recognition, lan-
guage modeling, spoken queries, test collections

1 Introduction

Automatic speech recognition, which decodes hu-
man voice to generate transcriptions, has of late be-
come a practical technology. It is feasible that speech
recognition is used in real world computer-based ap-
plications, specifically, those associated with human
language. In fact, a number of speech-based methods
have been explored in the information retrieval (IR)
community, which can be classified into the following
two fundamental categories:

• spoken document retrieval, in which written
queries are used to search speech (e.g., broadcast
news audio) archives for relevant speech informa-
tion [10, 11, 18, 19, 20, 22, 23],

• speech-driven retrieval, in which spoken queries
are used to retrieve relevant textual informa-
tion [2, 3, 4, 5, 7, 14].

Initiated partially by the TREC-6 spoken document re-
trieval (SDR) track [6], various methods have been
proposed for spoken document retrieval. However,
a relatively small number of methods have been ex-
plored for speech-driven text retrieval, although they
are associated with numerous keyboard-less retrieval
applications, such as telephone-based retrieval, car
navigation systems, and user-friendly interfaces.

Barnett et al. [2] performed comparative experi-
ments related to speech-driven retrieval, where the
DRAGON speech recognition system was used as an
input interface for the INQUERY text retrieval sys-
tem. They used as test inputs 35 queries collected
from the TREC topics and dictated by a single male
speaker. Crestani [3] also used the above 35 queries
and showed that conventional relevance feedback tech-
niques marginally improved the accuracy for speech-
driven text retrieval.

These above cases focused solely on improving text
retrieval methods and did not address problems in im-
proving speech recognition accuracy. In fact, an ex-
isting speech recognition system was used with no en-
hancement. In other words, speech recognition and
text retrieval modules were fundamentally indepen-
dent and were simply connected by way of an in-
put/output protocol.

However, since most speech recognition systems
are trained based on specific domains, the accuracy
of speech recognition across domains is not satisfac-
tory. Thus, as can easily be predicted, in cases of Bar-
nett et al. [2] and Crestani [3], a speech recognition er-
ror rate was relatively high and considerably decreased
the retrieval accuracy.

Kupiec [14] proposed a method based on word
recognition, which accepts only a small number of
keywords, derives multiple transcription candidates
(i.e., possible word combinations), and uses a target
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collection to determine the most plausible word com-
bination. In other words, word combinations that fre-
quently appear in target collections can be recognized
with a high accuracy. However, in the case of longer
queries, such as phrases and sentences, the number
of candidates increases, and thus the searching cost is
prohibitive. In other words, their method cannot easily
be used for continuous speech recognition methods.

Motivated by these problems, we integrated contin-
uous speech recognition and text retrieval to improve
both recognition and retrieval accuracy in speech-
driven text retrieval [4, 5, 7]. In brief, our method
used target documents to adapt language models and to
recognize out-of-vocabulary words for speech recog-
nition. However, a number of issues still remain open
questions before speech-driven retrieval can be used as
a practical (real-world) application, which stimulates
us to further explore this exciting research area.

In the NTCIR-3 Web retrieval task, the main task
was organized to promote conventional text-based re-
trieval. Additionally, optional subtasks were also in-
vited, where a group of researchers voluntarily orga-
nized a subtask to promote their common research
area. To make use of this opportunity, we organized
the “speech-driven retrieval” subtask, and produced
a reusable test collection for experiments of Web re-
trieval driven by spoken queries. Since we also par-
ticipated in the main task, we performed comparative
experiments to evaluate the performance of text-based
and speech-driven retrieval systems.

Section 2 describes the test collection produced for
the speech-driven retrieval subtask. Section 3 de-
scribes our speech-driven retrieval system, and Sec-
tion 4 elaborates on comparative experiments, in
which we evaluated our system in terms of the speech
recognition and retrieval accuracy.

2 Test Collection for Speech-Driven Re-
trieval Subtask

2.1 Overview

The purpose of the speech-driven retrieval subtask
was to produce reusable test collections and tools
available to the public, so that researchers in the infor-
mation retrieval and speech processing communities
can develop technologies and share knowledge related
to speech-driven information retrieval.

In principle, as with conventional IR test collec-
tions, test collections for speech-driven retrieval must
include test queries, target documents, relevance as-
sessment for each query. However, unlike the case
of conventional text-based IR, queries must be speech
data uttered by human speakers.

In practice, since producing the entire collection is
prohibitive, we produced speech data which can be

used as queries for the Web retrieval main task. There-
fore, target documents and relevance assessment in the
main task can also be used for the purpose of speech-
driven retrieval. It should be noted that in the main task
no retrieval results driven by spoken queries were not
used for pooling, which reduces the number of candi-
dates of relevant documents.

However, participants for the NTCIR workshop are
mainly researchers in the information retrieval and nat-
ural language processing communities, and thus are
not necessarily familiar with developing and operat-
ing speech recognition systems. In view of this prob-
lem, we also produced dictionaries and language mod-
els that can be used for an existing speech recognition
engine (decoder), which helps researchers to perform
similar experiments described in this paper (see Sec-
tion 4 for details).

All of the above data will be available to the public
in the NTCIR-3 Web retrieval test collection.

2.2 Spoken Queries

For the NTCIR-3 Web retrieval main task, 105
search topics (queries) were manually produced, for
each of which relevance assessment was manually per-
formed with respect to two different document sets,
i.e., the 10GB and 100GB collections. The 10GB and
100GB collections include approximately 1,000,000
and 10,000,000 documents, respectively.

Each topic, which is organized in the SGML for-
mat, consists of the topic ID (<NUM>), title of the
topic (<TITLE>), description (<DESC>), narrative
(<NARR>), list of synonyms related to the topic
(<CONC>), sample of relevant documents (<RDOC>),
and brief profile of the user who produced the topic
(<USER>).

Participants for the main task were allowed to sub-
mit more than one retrieval result using different fields.
However, results obtained with the title and descrip-
tion fields independently must be submitted. Titles are
a list of keywords, and descriptions are phrases and
sentences.

From the viewpoint of speech recognition, titles and
descriptions can be used to evaluate word and continu-
ous recognition methods, respectively. Since the state-
of-the-art speech recognition is based on a continuous
recognition framework, we used only the description
field. For the first speech-driven retrieval subtask, we
focused on dictated (or read) speech, although one of
our ultimate goals is to recognize spontaneous speech.
We asked ten speakers (five adult males/females) to
dictate descriptions in the 105 topics.

The ten speakers also dictated 50 sentences in the
ATR phonetic-balanced sentence set as reference data,
which can potentially be used for speaker adaptation
(however, we did not use this additional data for the
purpose of experiments described in this paper).
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These above spoken queries and sentences were
recorded with the same close-talk microphone in a
noiseless office. Speech waves were digitized at a
16KHz sampling frequency and were quantized at 16
bits. The resultant data were saved in the RIFF format.

2.3 Language Models

Unlike general-purpose speech recognition, in the
case of speech-driven text retrieval, users usually
speak contents associated with a target collection,
from which documents relevant to user need are re-
trieved.

In a stochastic speech recognition framework, the
accuracy depends primarily on acoustic and language
models [1]. While acoustic models are related to pho-
netic properties, language models, which represent lin-
guistic contents to be spoken, are related to target col-
lections. Thus, it is intuitively feasible that language
models have to be produced based on target collec-
tions. To sum up, our belief is that by adapting a
language model based on a target IR collection, we
can improve the speech recognition accuracy. Conse-
quently, the retrieval accuracy can also be improved.

Motivated by this background, we used target doc-
uments for the main task to produce language models.
For this purpose, we used only the 100GB collection,
because the 10GB collection is a subset of the 100GB
collection.

State-of-the-art speech recognition systems still
have to limit the vocabulary size (i.e., the number of
words in a dictionary), due to problems in estimat-
ing statistical language models [24] and constraints
associated with hardware, such as memory. In addi-
tion, computation time is crucial for a real-time us-
age, including speech-driven retrieval. Consequently,
for many languages the vocabulary size is limited to a
couple of ten thousands [8, 16, 21].

We produced two language models of different vo-
cabulary sizes, for which 20,000 and 60,000 high-
frequent words were independently used to produce
word-based trigram models, so that researchers can
investigate the relation between the vocabulary size
and system performance. We shall call these models
“Web20K” and “Web60K”, respectively. We used the
“ChaSen” morphological analyzer1 to extract words
from the 100GB collection.

To resolve the data sparseness problem, we used
a back-off smoothing method, where the Witten-Bell
discounting method was used to compute back-off co-
efficients. In addition, through preliminary experi-
ments, cut-off thresholds were empirically set 20 and
10 for the Web20K and Web60K models, respectively.
Trigrams whose frequency was above the threshold
were used for language modeling. Language models

1http://chasen.aist-nara.ac.jp/

and dictionaries are in the ARPA and HTK formats,
respectively.

Table 1 shows statistics related to word tokens/types
in the 100GB collection and ten years of “Mainichi
Shimbun” newspaper articles in 1991-2000. Roughly,
the 100G collection (“Web”) is ten times the size of
ten years of newspaper articles (“News”), which is (or
“was”) one of the largest Japanese corpora available
for the purpose of research and development in lan-
guage modeling. In other words, the Web is a vital, as
yet untapped, corpus for language modeling.

Table 1. The number of words in source
corpora for language modeling.

Web (100GB) News (10 years)
# of Word types 2.57M 0.32M
# of Word tokens 2.44G 0.26G

3 System Description

3.1 Overview

Figure 1 depicts the overall design of our speech-
driven text retrieval system, which consists of speech
recognition and text retrieval modules.

In the off-line process, a target IR collection is used
to produce a language model, so that user speech re-
lated to the collection can be recognized with a high
accuracy. However, an acoustic model is produced in-
dependent of the target collection.

In the on-line process, given an information need
spoken by a user (i.e., a spoken query), the speech
recognition module uses acoustic and language mod-
els to generate a transcription of the user speech. Then,
the text retrieval module searches a target IR collec-
tion for documents relevant to the transcription, and
outputs a specific number of top-ranked documents ac-
cording to the degree of relevance in descending order.

In the following two sections, we explain speech
recognition and text retrieval modules, respectively.

3.2 Speech Recognition

The speech recognition module generates word se-
quence W , given phone sequence X . In a stochastic
speech recognition framework [1], the task is to select
the W maximizing P (W |X), which is transformed as
in Equation (1) through the Bayesian theorem.

arg max
W

P (W |X) = arg max
W

P (X|W ) ·P (W ) (1)

Here, P (X|W ) models a probability that word se-
quence W is transformed into phone sequence X , and
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Figure 1. The design of our speech-
driven text retrieval system.

P (W ) models a probability that W is linguistically ac-
ceptable. These factors are usually called acoustic and
language models, respectively.

For the speech recognition module, we used the
Japanese dictation toolkit [13]2, which includes the
“Julius” recognition engine and acoustic/language
models. Julius uses word-based forward bigrams and
backward trigrams to perform a two-pass (forward-
backward) search. Julius also uses a 16-mixture
Gaussian distribution triphone Hidden Markov Model,
where states are clustered into 2,000 groups by a state-
tying method.

The acoustic model was produced by way of the
ASJ speech database (ASJ-JNAS) [8, 9], which con-
tains approximately 20,000 sentences uttered by 132
speakers including the both gender groups. The lan-
guage model is a word-based trigram model pro-
duced from 60,000 high-frequent words in ten years
of “Mainichi Shimbun” newspaper articles.

This toolkit also includes development softwares so
that acoustic and language models can be produced
and replaced depending on the application. While we
used the acoustic model provided in the toolkit, we
used new language models produced from the 100GB
collections, that is, the Web20K and Web60K models
(see Section 2.3 for details).

3.3 Text Retrieval

The retrieval module is based on an existing proba-
bilistic retrieval method [17], which computes the rel-
evance score between the translated query and each
document in the collection. The relevance score for
document d is computed based on Equation (2).

∑
t


 TFt,d

DLd
avglen

+ TFt,d

· log
N

DFt


 (2)

2http://winnie.kuis.kyoto-u.ac.jp/dictation/

Here, TFt,d denotes the frequency that term t appears
in document d. DFt and N denote the number of doc-
uments containing term t and the total number of doc-
uments in the collection. DLd denotes the length of
document d (i.e., the number of characters contained
in d), and avglen denotes the average length of docu-
ments in the collection.

Given transcriptions (i.e., speech recognition re-
sults for spoken queries), the retrieval module searches
a target IR collection for relevant documents and sorts
them according to the score in descending order.

We used content words extracted from documents
as index terms, and performed a word-based index-
ing. For this purpose, we used the ChaSen morpho-
logical analyzer to extract content words. We also
extracted terms from (transcribed) queries using the
same method. We used words and bi-words (i.e.,
word-based bigrams) as index terms.

We used the same retrieval module to participate
in other text retrieval workshops, such as NTCIR-2.
However, the 10GB/100GB Web collections were dif-
ferent from existing Japanese test collections in the
following two perspectives.

First, the Web collections are much larger than ex-
isting test collections. For example, the file size of the
NTCIR-2 Japanese collection including 736,166 tech-
nical abstracts is approximately 900MB. Thus, tricks
were needed to index larger document collections.
Specifically, files of more than 2GB size were prob-
lematic for file systems and tools in existing operating
systems.

To resolve this problem, we divided the 100GB col-
lection into 20 smaller sub-collections so that each file
size did not exceed 2GB, and indexed the 20 files in-
dependently. Given queries, we retrieved documents
using the 20 indexes and sorted documents according
to the relevance score. The relevance score of a docu-
ment was computed with respect to the sub-collection
from which the document was retrieved.

Second, target documents are Web pages, where
HTML (Hyper Text Markup Language) tags provide
the textual information with a certain structure. How-
ever, the use of HTML tags are usually different de-
pending the author. Thus, we discarded HTML tags
in documents, and indexed only textual contents. Ad-
ditionally, for the purpose of retrieval, we did not use
hyperlink information among Web pages.

4 Experimentation

4.1 Evaluating Text-to-Text Retrieval

In the Web retrieval main task, different types of
text retrieval were organized. The first type was “Topic
Retrieval” resembling the TREC ad hoc retrieval. The
second type was “Similarity Retrieval”, in which doc-
uments were used as queries instead of keywords and
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phrases. The third type was “Target Retrieval”, in
which systems with a high precision were highly val-
ued. This feature provided a salient contrast to the
first two retrieval types, where both recall and preci-
sion were used as evaluation measures.

Although spoken queries described in Section 2.2
can be used for any of the above three retrieval types,
we focused solely on the Topic Retrieval for the sake
of simplicity. In addition, our previous experiments [4,
5, 7], where the IREX3 and NTCIR4 collections were
used, were also a type of Target Retrieval. Thus, we
used 47 topics to retrieve 1,000 top documents, and
used the TREC evaluation software to calculate non-
interpolated average precision values.

Relevance assessment was performed based on four
ranks of relevance, that is, highly relevant, relevant,
partially relevant and irrelevant. In addition, unlike
conventional retrieval tasks, documents hyperlinked
from retrieved documents were optionally used for rel-
evance assessment. To sum up, the following four as-
sessment types were available to calculate average pre-
cision values:

• (highly) relevant documents were regarded as
correct answers, and hyperlink information was
NOT used (RC),

• (highly) relevant documents were regarded as
correct answers, and hyperlink information was
used (RL),

• partially relevant documents were also regarded
as correct answers, and hyperlink information
was NOT used (PC),

• partially relevant documents were also regarded
as correct answers, and hyperlink information
was used (PL).

In the formal run for the main task, we submitted re-
sults obtained with different methods for the 10GB
and 100GB collections, respectively. First, we used ti-
tle (<TITLE>) and description (<DESC>) fields inde-
pendently as queries. Second, we used as index terms
either only words or a combination of words and bi-
words. As a result, for each of the above four relevance
assessment types, we investigated non-interpolated av-
erage precision values of four different methods, as
shown in Table 2.

By looking at Table 2, there was no significant
difference among the four methods in performance.
However, by comparing two indexing methods, the
use of both words and bi-words generally improved
the performance of that obtained with only words, ir-
respective of the collection size, topic field used, and
relevance assessment type.

3http://cs.nyu.edu/cs/projects/proteus/irex/index-e.html
4http://research.nii.ac.jp/ntcir/index-en.html

4.2 Evaluating Speech-Driven Retrieval

The purpose of experiments for speech-driven re-
trieval was two-fold. First, we investigated the extent
to which a language model produced based on a target
document collection contributes to improve the per-
formance. Second, we investigated the impact of the
vocabulary size in speech-driven retrieval. Thus, we
compared the performance of the following four re-
trieval methods:

• text-to-text retrieval, which used written queries,
and can be seen as the perfect speech-driven text
retrieval (“Text”),

• speech-driven text retrieval, in which the
Web60K model was used (“Web60K”),

• speech-driven text retrieval, in which a language
model produced from 60,000 high-frequent
words in ten years of “Mainichi Shimbun” news-
paper articles was used (“News60K”),

• speech-driven text retrieval, in which the
Web20K model was used (“Web20K”).

In the case of text-to-text retrieval, we used descrip-
tions (<DESC>) as queries, because spoken queries
used for speech-driven retrieval methods were descrip-
tions dictated by speakers. In addition, we used both
bi-words and words for indexing, because experimen-
tal results in Section 4.1 showed that the use of bi-
words for indexing improved the performance of that
obtained with only words (see Table 2 for details).

In cases of speech-driven text retrieval methods,
queries dictated by the ten speakers were used inde-
pendently, and the final result was obtained by aver-
aging results for all the speakers. Although the Julius
decoder used in the speech recognition module gen-
erated more than one transcription candidates for a
single speech, we used only the one with the greatest
probability score.

All the language models were produced by way of
the same softwares, but were different in terms of the
vocabulary size and source documents.

Table 3 shows the non-interpolated average preci-
sion values of each relevance assessment and word er-
ror rate in speech recognition, for different retrieval
methods, targeting the 10GB and 100GB collections.

As with existing experiments for speech recogni-
tion, word error rate (WER) is the ratio between the
number of word errors (i.e., deletion, insertion, and
substitution) and the total number of words. In addi-
tion, we investigated error rate with respect to query
terms (i.e., keywords used for retrieval), which we
shall call “term error rate (TER)”. It should noted that
unlike the case of average precision, smaller WER
(TER) values are obtained with better methods.
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Table 2. Non-interpolated average precision values for different text-to-text retrieval methods
targeting the 10GB and 100GB collections.

Avg. precision (10GB) Avg. precision (100GB)
Field Indexing RC RL PC PL RC RL PC PL

<DESC> word & bi-word .1470 .1286 .1612 .1476 .0855 .0982 .1257 .1274
<DESC> word .1389 .1187 .1563 .1374 .0843 .0928 .1184 .1201
<TITLE> word & bi-word .1493 .1227 .1523 .1407 .0815 .0981 .1346 .1358
<TITLE> word .1402 .1150 .1437 .1323 .0808 .0938 .1280 .1299

Table 3. Experimental results for different methods targeting the 10GB and 100GB collections
(OOV: test-set out-of-vocabulary rate, WER: word error rate, TER: term error rate).

Avg. precision (10GB) Avg. precision (100GB)
Method OOV WER TER Time (sec.) RC RL PC PL RC RL PC PL

Text — — — — .1470 .1286 .1612 .1476 .0855 .0982 .1257 .1274
Web60K .0073 .1625 .2647 7.2 .0839 .0811 .0864 .0912 .0474 .0552 .0676 .0717
News60K .0157 .2081 .3472 7.0 .0625 .0610 .0715 .0705 .0309 .0369 .0450 .0484
Web20K .0423 .1973 .3272 6.7 .0550 .0565 .0524 .0593 .0281 .0339 .0410 .0438

Table 3 also shows test-set out-of-vocabulary rate
(OOV), which is the ratio between the number of
words not included in the speech recognition dictio-
nary and the total number of words in spoken queries.
In addition, the column of “Time” denotes CPU time
(sec.) required for speech recognition per query, for
which we used a PC with two CPUs (AMD Athlon
MP 1900+) and a memory size of 3GB.

Suggestions which can be derived from these re-
sults are as follows.

Looking at columns of WER and TER, News60K
and Web20K were quite comparable in speech recog-
nition performance, but Web60K outperformed both
cases. However, difference of News60K and Web20K
in OOV did not affect WER and TER. In addition,
TER was greater than WER, because in the case of
computing TER, functional words, which are gener-
ally recognized with a high accuracy, were excluded.

While average precision values of News60K and
Web20K were also comparable, average precision val-
ues of Web60K, which were roughly 57% of that ob-
tained with Text, were greater than those for News60K
and Web20K, irrespective of the relevance assessment
type. These results were observable in cases of the
10GB and 100GB collections.

The only difference between News60K and
Web60K was the source corpus for language model-
ing in speech recognition, and therefore we concluded
that the use of target collections to produce a lan-
guage model was effective for speech-driven retrieval.
In addition, by comparing average precision values of
Web20K and Web60K, we concluded that the vocab-
ulary size for speech recognition was also influential
for the performance of speech-driven retrieval.

Finally, CPU time for speech recognition did not
significantly differ depending on the language model,
despite the fact that the number of words and N-gram
tuples in Web60K was larger than those in News60K
and Web20K. In other words, Web60K did not de-
crease the time efficiency of News60K and Web20K,
which is crucial for read-world usage. At the same
time, response time depends on various factors, such
as a hardware used, we do not pretend to draw any
premature conclusions regarding the time efficiency.

4.3 Experiments by the other participants

We also report experimental results obtained by the
TUT (Toyohashi University of Technology) group5,
which used the same test collection described in this
paper. Details of techniques employed here as well
as individual LVCSR models are found in a paper by
Matsushita et al. [15].

The TUT group evaluated eight LVCSR models
against the recognition of the spoken queries and then
combined outputs of the eight models so as to improve
word recognition rates. They employed the decision
list classifier (a kind of machine learning technique)
to the task of choosing a sequence of the most con-
fident words, where, as features, the list of the mod-
els which output the word, part-of-speech of the word,
and the syllable length of the word were used. Indi-
vidual eight models differed in their decoders as well
as their acoustic models, while their language mod-
els were the same as the “Web20K” model (see Sec-
tion 4.2). Out of the eight LVCSR models, four models

5The members of the TUT group were Mr. M. Matsushita, Mr.
H. Nishizaki, Dr. T. Utsuro, and Prof. S. Nakagawa.
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Table 4. Experimental results obtained by the TUT group.

Avg. precision (100GB)
Method OOV WER TER RC RL PC PL

Text — — — .0855 .0982 .1257 .1274
Julius (triphone) .0435 .2688 .3961 .0249 .0288 .0337 .0367
SPOJUS (syllable) .0435 .2410 .4355 .0274 .0311 .0358 .0386
Comb-8-ML .0435 .1501 .2950 .0279 .0322 .0380 .0409
Union-8-Correct .0435 .0838 .1861 .0294 .0348 .0411 .0446

were with the decoder Julius [13], while the other four
were with the decoder SPOJUS [12]. As the acous-
tic models for the decoder Julius, three phoneme-
based HMM models (triphone, PTM, monophone),
and a syllable-based HMM model were used. The
four acoustic models of the decoder SPOJUS were all
based on syllable HMMs but differed in feature param-
eters (segment-based or frame-based) and/or in con-
ventional HMM with self loop transition or HMM with
duration control. The TUT group used the gender-
dependent (male) acoustic models, and thus used only
queries spoken by the five male subjects. For the pur-
pose of text retrieval, they used the same method as in
Section 4.2, but targeted only the 100GB collection.

Table 4 shows the results6, where “Julius(triphone)”
and “SPOJUS(syllable)” give results with spoken
queries recognized by two individual models. Among
the results with the eight individual LVCSR mod-
els, the one we show as “SPOJUS(syllable)” was the
best in terms of the retrieval performance. “Comb-8-
ML” gives the performance with the results of com-
bining outputs of the eight LVCSR models. “Union-
8-Correct” gives the performance with the results of
keeping correctly recognized words and filtering out
recognition error words, from the union of the outputs
of the eight LVCSR models. This performance can
be regarded as an upper bound of the model combi-
nation approach. As can be seen from these results,
model combination by the machine learning technique
contributed to the improvement of the retrieval perfor-
mance.

5 Conclusion

In the NTCIR-3 Web retrieval task, we organized
the speech-driven retrieval subtask and produced 105
spoken queries dictated by ten speakers. We also pro-
duced word-based trigram language models using ap-
proximately 10M documents in the 100GB collection.

6Even with the same decoder, acoustic model, and language
model, the values of OOV, WER, and TER in Table 4 could be
different from those in Table 3. One of the major reasons for this
difference could be in the differences of the specific procedures for
calculating these values as well as the difference of the stop word
lists. In addition, the TUT group did not use queries dictated by
female speakers, for the purpose of experiments.

We used those queries and language models to evalu-
ate the performance of our speech-driven retrieval sys-
tem. Experimental results showed that a) the use of tar-
get documents for language modeling and b) enhance-
ment of the vocabulary size in speech recognition were
effective to improve the system performance. We also
showed the effectiveness of model combination meth-
ods in speech recognition through experiments per-
formed by the TUT group. All of the speech data
and language models produced for this subtask will be
available to the public in the NTCIR-3 Web retrieval
test collection.
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