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Abstract

In NTCIR3 QAC1, we proposed a method to in-
troduce an A� search control into sentential matching
mechanism for Japanese question answering systems,
in order to reduce the turn-around time while keep-
ing the accuracy of the answers. Using the method,
we do not have to any preprocessing on a document
database, and we may use any IR systems with writing
a simple wrapper program. There however is a prob-
lem that the accuracy was not so high and MRR (Mean
Reciprocal Rank) was about 0.3.

In order to improve the accuracy, we therefore pro-
pose several measures of degree of sentence matching
and a variant of voting method. Both of them can be
integrated with our scheme of controlled search. By
using those techniques, the system achieves a higher
MRR, 0.500, in NTCIR4 QAC2.
Keywords: A� search, Sentence Chaining, Depen-
dency vector, Pseudo voting method.

1 Introduction

Technology of Question Answering (QA) is widely
noticed as an advanced style of fusion of Informa-
tion Retrieval (IR) and Information Extraction (IE).
QA systems give us not relevant documents but the
answers of question. For example, if we submit the
question “Who is the president of Japan?”, the system
will answer the phrase ‘Jun-ichiro Koizumi’. The typ-
ical QA systems accept factoid questions about who,
when, where, what and how (4W1H), and find answer
candidates by IR techniques like passage retrieval and
IE techniques like Named Entity (NE) recognition
[16, 4].

Many researchers proposed methods to find an-
swers according to the consistency between the type
of question and the type of NE or numeric expression
in passages retrieved by an IR system[1, 7, 13]. The
consistency of type itself, however, is not a very strong
support, because extracted passages may contain sev-
eral NEs of a same type.

Most of QA systems accordingly gives each answer
candidate matching score that expresses the degree of
consistency between the question and a context of an
answer candidate. For example, many QA systems
adopt distance (or nearness) between an answer can-
didate and keywords in a segment as matching score.

More sophisticated methods have been employed
to improve the accuracy of scoring answer candidates.
Harabagiu et al.[6], Murata et al.[12], Sasaki et al.[15]
and Kuwahara et al.[8] proposed methods that parse

each sentences in retrieved passages and make logical
forms to perform sentential matching, inference and
paraphrase. Those methods require time-consuming
subprocesses, like POS tagging, parsing, NE recogni-
tion and so on. If all of such subprocesses are applied
to all of retrieved passages, the processing time will be
very long and the system will be of no practical use.

To cope with the problem about response time,
Prager et al.[14] proposed the method called predic-
tive annotation. The system performs time-consuming
subprocesses on document databases in advance, and
annotates the documents with extracted information.
The method, however, supposes that all of documents
are under the control of the system. It therefore is not
applicable for the documents on WWW. Moreover,
some of preprocessors take very long time. For exam-
ple, although a Japanese NE recognizer based on Sup-
port Vector Machines (SVM) works very precisely, it
is not suitable for preprocessing all of a large docu-
ment database exhaustively because it is very slow.

On the other hand, Lee et al.[9] adopt Lexico-
Semantic Patters to find candidates suitable for a ques-
tion type and to score them. Although the method
works very quickly, it requires a huge set of patterns
according to domains. Since it also requires the result
of morphological analysis1, the scheme of predictive
annotation is still indispensable.

In order to cope with these problems, we have pro-
posed a method to introduce an A� search control
into sentential matching mechanism for a Japanese QA
system, in order to reduce the turn-around time while
keeping the accuracy of the answers, without any pre-
processing on documents[11]. The system processes
the most promising candidate firstly and delays the
processing of other candidates. Thus, we may use
accurate but time-consuming analyzers like an SVM-
based NE recognizer. The MRR2 of the system, how-
ever, is still low (about 0.3) as we have reported in
[11].

In this paper, in order to improve the accuracy, we
propose several measures of degree of sentence match-
ing and a variant of a voting method. Both of them can
be integrated into our scheme of controlled search. We
also examine the effectiveness of the newly introduced
techniques at NTCIR4 QAC2 Subtask 1.

1Since Japanese sentences are not segmented by spaces, we have
to identify word boundary firstly in order to perform POS tag-
ging. Japanese morphological analyzers usually perform segmen-
tation and POS tagging simultaneously.

2See Section 7.
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2 System Overview

The overview of the proposed system is shown in
Figure 1. It has the following features.

Firstly, several new techniques for sentential match-
ing are introduced to improve the accuracy of scor-
ing answer candidates (see Section 3). Secondly, the
A� search algorithm with a two-stage scoring function
has been introduced in our previous work to reduce
the turn-around time while keeping the accuracy of
the answers, without any preprocessing on document
databases. In addition, we propose several approxima-
tion of the newly introduced sentential matching score
for the two-stage scoring function (see Section 4).

In the rest of this section, we describe each of mod-
ules in the system.
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Figure 1. System Overview

2.1 Question Analyzer

The question analyzer receives a question from a
user and extracts the following information: 1) re-
sults of morphological analysis and syntactic parsing,
2) a list of keywords with weights of importance (see
also Section 3), 3) a question type, and 4) dependency
structures of numerical expressions. Here, we define
the term Keywords as content words in a given ques-
tion. The question type, like PERSON, LENGTH and so
on, is estimated by a set of hand-crafted patterns. If
the question type is detected as numerical expression,
a numerical expression extractor[3] is performed. It
extracts a triplet (object, attribute, numeric+unit) for
each numerical expression in a sentence. For exam-
ple, it outputs the triplet (Tokyo Tower, height, 333m),
when the sentence “The height of Tokyo Tower is
333m.” is given (in Japanese).

2.2 Passage Extractor

Since the information related to a question is usu-
ally in a very small part of document, the passage ex-
tractor segments each document into small passages
and selects suitable passages related to keywords. In
our experiment, we defined one passage as a sequence
of three sentences, according to Murata et. al.[12].

2.3 Sentential Matcher

The input for this module is a set of sentences in
retrieved passages. We call these sentences retrieved

sentences. The module treats each morpheme as an
answer candidate (��) and gives it a matching score.
The matching score represents the fitness of each an-
swer candidate for the answer. Like other QA systems,
a score is calculated by the following two steps:

1. For each answer candidate, firstly suppose that it
is an answer, and link up the answer candidate
�� to an interrogative � in a question.

2. Under the above condition, calculate the match-
ing score according to the similarity between the
context of �� and the question sentence except
�.

As a matching score, we adopt a linear combination of
the several sub-scores described in Section 3.

The output of this module is a list of n-best mor-
phemes with scores.

2.4 Answer Generation

An answer candidate obtained by the sentential
matcher is a morpheme, and a morpheme may be ei-
ther a word or a part of a longer compound word. In
the latter case, the system finds the compound word
including the answer candidate, and outputs it.

3 Improving Accuracy of Japanese Sen-
tential Matcher

According to the present situation of NLP tech-
niques, there should be some trade-off relation be-
tween expressiveness of data structure and robustness
of analysis in each processing techniques. Thus, we
suspect that it is difficult to make QA systems high-
precision with one monolithic method. For example,
the distance scheme, in which the degree of senten-
tial matching is represented as a function of distance
between an answer candidate and other keywords, is
very robust, but it is rude approximation. On the other
hand, logical forms can express the situation of match-
ing in detail, but it is difficult to extract logical forms
robustly and precisely. Consequently we think it is de-
sirable that QA systems employ multiple complemen-
tary methods so as to have a variety of expressiveness
and robustness.

We therefore introduce a composite matching score
shown in Formula (1), which is a linear combina-
tion of the following sub-scores for an answer can-
didate �� in the �-th retrieved sentence �� with re-
spect to a question sentence �� having an interrog-
ative �: 1) the matching score in terms of 2-gram,
��������� ���, 2) the matching score in terms of
keyword, ��������� ���, 3) the matching score in
terms of dependency between an answer candidate and
a keyword, �	������� ���, and 4) the matching score
in terms of question type, �
������� ���.

�������� ��� �

��������� ��� � ��������� ���

���������� ��� � ��������� ��� (1)

In the rest of this section, we firstly introduce a
method called sentence chaining in order to apply sen-
tential matching to a series of sentences. Then we de-
scribe each of sub-scores.
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3.1 Sentence Chaining

The method proposed in the following subsections
are for matching one question with one retrieved sen-
tence because it is difficult to detect inter-sentential de-
pendency precisely. Information of one question, how-
ever, may spread over multiple sentences. We cannot
obtain correct answers by one-to-one sentential match-
ing in this situation. We therefore propose a method to
treat multiple sentences as one pseudo-sentence. In the
method, each of parse trees for sentences ��� � � � � ��
is connected to the parse tree of the succeeding sen-
tence, if the condition (2) is satisfied with respect to
the question sentence �� .

�	
 ���� �

����

���

	
 ����� �� �	
 ���� �	
 ����� (2)

��	
 ���� �

����

���

	
 ����� �� �	
 ���� �	
 �����

where �� ���� is the set of keywords appearing in
��. Intuitively, when keywords in the question sen-
tence are scattered over a series of sentences, we con-
nect the sentences. We call the method sentence chain-
ing. In sentence chaining, the last BUNSETSU3 seg-
ment of ���� is linked up to the BUNSETSU segment
with the Japanese topic marker ‘wa’ in ��. It is a nat-
ural consequence of the fact that a topic marker ex-
presses an old information and the antecedent should
appears in the preceding sentences. In the case where
�� does not have a topic marker, the last BUNSETSU
segment of ���� is connected to the first BUNSETSU
segment of ��.

3.2 Matching in terms of Keywords

The matching score in terms of keywords, ��,
is calculated according to the number of keywords
shared by a question and a retrieved sentence. If a
matched keyword has a same case marker4 , some ex-
tra score is added.

Formula (3) defines the score ��������� ��� for
an answer candidate �� in a retrieved sentence ��
with respect to a question ��:

��������� ��� � ��

�

��SKW����������

���� �

��

�

������SKWC����������

����

(3)
SKW������� ��� � �	
 ���� � ����� �	
 ����

SKWC������� ��� � �	
�	
����� � ����� ���	��

�	
�	
�����

where the function ��������� returns a set of (key-
word, case marker) pairs in the sentence �. The func-
tion ��� returns a certain global weight of a keyword

3BUNSETSU segment is a kind of Japanese chunk, which consists
of one content word and a few function words. BUNSETSU segment
is considered as a unit of dependency analysis.

4Japanese has explicit case markers as post-noun particles, be-
cause the order of noun phrases is relatively flexible.

�. The constants �� and �� are mixing factors in the
composite score of (1). ��	 is the case marker of ��.

In our scheme, we suppose that documents are
available only by way of an external search engine.
Consequently we can not use any global term weight-
ing methods like IDF. In stead of those kinds of
weighting, we introduce a term weighting method that
depends only on output of a search engine. The weight
of a keyword �� is defined as the following formula:

����� �
�

��������
�

�
�

���
� �

(4)

where ��

� is the set of top ��
 documents retrieved
by a query that consists of all keywords except ��,
and �������� �

�

�� is the frequency of �� in the docu-
ment set��

�. Intuitively speaking, the weight measures
the importance of keyword in terms of necessity in the
query. When a keyword tends to appear independently
of other keywords, the keyword has higher weight.

3.3 Matching in terms of 2-gram

The matching score in terms of 2-gram is calculated
according to the number of character 2-grams shared
by a retrieved sentence and a question:

���� �� ��� ��� � (5)

��

�

���� ����

��

��


��������

���
��������� �� � �� ��

�������

��������� ��� �� �� � (6)

�� �� �� 
 ������������� �� � � ��� ���

where � and � are the character positions of start and
end of�� in��, and the constant�� is a mixing factor
in (1).

3.4 Matching in terms of Dependency Struc-
ture

Unfortunately, Japanese parsers are not precise
enough to generate complete logical forms5. We there-
fore would like to pick up only necessary parts of a
syntactic tree in some robust manner. Accordingly,
we only use the information about position of an an-
swer candidate relative to keywords in dependency
structure. It is important to note that distance between
two word in surface expression is not suitable for mea-
suring distance between two words in Japanese, be-
cause the order of noun phrases are relatively flexible.

Here, we propose a new vector representation of a
dependency relation in a parse tree. It represents the
information about a relative position of two words in
a dependency relation as a two-dimensional vector in
the following way. Firstly, we extract a dependency
relation between an answer candidate �� and each
keyword �� in a retrieved sentence. Then, relative
position of �� to �� is represented as a dependency
vector �� ������� as shown in Figure 2. Similarly
we can obtain a dependency vector �� ������ for a
question, where � is the interrogative in ��.

Using the dependency vector, we can define a mea-
sures of degree of matching between the dependency

5The accuracy of the state-of-the-art Japanese parser is about
90% in dependency analysis, and this means that one error will oc-
cur in ten dependencies.
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structures of �� in �� and one of � in �� as Formula
(7):

��������� ��� � ��

�

��SKW����������

��������� ��

(7)
��������� �� � ���
�������� �� �

������ ������ ��� 
 ����

��
�������� �� �
�

� � �
�
���� ���� ���� ��� ��� ����

������ ������ �� �
�

� � ��� ���� ����� ������

where the score of sum �	�� represents the near-
ness between a keyword and an interrogative/answer
candidate, while the score of difference �	
��� ����
expresses some kind of structural similarity between
two dependency relations.
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Figure 2. Dependency Vector — A Vec-
tor Representation of a Dependency Re-
lation in a Parse Tree

The vector representation also makes transforma-
tion rules of dependency structure very concise. Since
an interrogative sentences may have a different de-
pendency structure from a declarative sentence, some
transformation of questions is necessary to improve
recall of answers. Such transformation can be repre-
sented as a set of simple rewriting rules of dependency
vectors as shown in Figure 3.
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Figure 3. Transformation Rule of Sen-
tence in terms of Dependency Vector

3.5 Matching in terms of Question Type

The matching score �
������� ��� in terms of
question type is calculated as follows. Firstly, a ques-
tion type is estimated by the type of an interrogative
and other clue expressions. According to the question

type, one of three semantic type analyses is performed.
If the question type is in the entity class like PERSON,
all of retrieved sentences are passed to an NE recog-
nizer to find named entities. The matching score is cal-
culated according to the consistency between the NE
type and the question type.

When the question type is supported by our numeri-
cal expression extractor, like LENGTH, a set of patterns
is used to filter out answer candidates that are not nu-
merics or do not have suitable unit expressions. Then,
retrieved sentences with suitable numerics are passed
to the extractor to obtain triplets (object, attribute, nu-
meric+unit). The matching score is calculated accord-
ing to the consistency with respect to triplets.

If the question type is one of other simple numeric
expressions like DATE, a set of patterns is applied to
retrieved sentences to filter out answer candidates that
are not numerics or do not have suitable unit expres-
sions.

4 A� Search Algorithm for Sentential
Matching

It is very inefficient that all of processes are uni-
formly performed for every answer candidate. Since
one sub-process in sentential matching has depen-
dency on some other sub-processes, the calculation of
matching score for a candidate can be broken down
into a series of execution of several sub-processes in
order of the dependency. We therefore have pro-
posed a sentential matching method with a controlled
search, which processes the most promising candidate
firstly. The control also works effectively in finding
n-best candidates.

All sub-processes to be applied to one candidate can
be represented as a path of the search tree like Figure
4.
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In the A� search, the estimated score ������ ��
of a answer candidate �� at the processing step �
is represented as the following summation of the ex-
act score ������ �� obtained until the step � and the
score ������� ��, which is an estimated score for the
rest of sub-processes:

������ �� � �������� � ������� �� (8)
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where we omit �� and �� for conciseness. The can-
didate with the highest score will be processed in the
next turn. In order to find the best answer, the esti-
mated score has to satisfy the condition:

������� �� � ������ ��� (9)

One of the simplest ways to estimate the score of a
candidate is to adopt the maximum value of possible
scores. By the estimation, we can always obtain the
best answer because the condition (9) is satisfied. The
estimation, however, cannot prune hopeless candidates
effectively because the estimated scores of many can-
didates remain high. Thus, we introduce a more pre-
cise approximation of score of the next step and revise
the estimated score ������ �� as follows:

������ �� � ������ �� � ��	� ���� �� �
�������� ���(10)

where ���
�
���� �� is a more precise approximation of

score for the next step, and ���
�
���� �� is the sum of

maximum scores of steps in the rest of the path.
If the approximation score ���

�
���� �� for the next

step can be calculated with some small additional cost,
we can prune candidates with low possibility in earlier
stages.

5 Approximated Scores of Sentential
Matching

In this section, we discuss methods to calculate ap-
proximated scores for matching sub-scores in Section
3.

5.1 Approximated Score of Keyword Match-
ing

While keywords and their post-positional particles
in a question have been already extracted by the ques-
tion analyzer, we need a morphological analysis to
judge whether a retrieved sentence includes each key-
word and its post-positional or not6. The calcu-
lation of approximated score is required to be per-
formed with lower cost than morphological analysis.
We therefore adopt the simple string match to judge
whether the string of each keyword occurs in the string
of a retrieved sentence or not. This approximation sat-
isfies the condition (9).

5.2 Approximated Score of Matching of De-
pendency Structure

It is difficult to estimate dependency structures pre-
cisely without parsing. Thus, we use the information
of 1) occurrence of keywords, 2) boundaries of BUN-
SETSU segments and 3) the cases of BUNSETSU seg-
ments which can be derived from the result of POS
tagging. The approximation consists of the following
two stages.

5.2.1 First Approximation

The first approximation is performed before morpho-
logical analysis. The approximated score is obtained

6Since Japanese does not have a marker of word boundaries, one
of main purposes of morphological analysis for Japanese sentences
is the identification of the boundaries.

by calculating �	 in Formula (7) under the assumption
that all of keyword strings in a retrieved sentence are in
complete-matching with respect to a question with an
interrogative �. We call a keyword �� is in complete-
matching, when the keyword satisfies the following re-
lationship:

�	 �
���� � �	 ������� (11)

The score estimated by this method satisfies the con-
dition (9).

5.2.2 Second Approximation

The second approximation is based on estimation of
boundaries of BUNSETSU segment after morphologi-
cal analysis. Using boundaries, we can also estimate
the number of BUNSETSU segments between a answer
candidate �� and a keyword ��, and the case marker
of each BUNSETSU segment. Those kinds of informa-
tion can be used to refine the first approximation as
follows.

Relative Position of �� and ��

If the following relationship between the relative posi-
tions of �� and �� is satisfied, it is obvious that the
keyword �� is not in complete-matching:

��� ���	�� � ��� �� � �� � �� � ������ � ���	��� 

��� ���	�� � ��� �� � �� � �� � ���	�� � ������� (12)

where ������� is the position of the morpheme � in
a retrieved sentence. In this case, the first approxima-
tion is an over-estimation, and we can revise the score
by finding another estimation of the dependency rela-
tion with the second best score. The estimated score
also satisfies the condition (9).

Number of BUNSETSU segments �� between ��
and ��

If the following relationship is satisfied, it is obvious
that the keyword �� is not in complete-matching.

�	 �
���� � ��� �� � � � � � � � �� (13)

In that case, we can also revise the score by finding
another estimation of the dependency relation with the
second best score. The estimated score does not satisfy
the condition (9), because of possible errors in BUN-
SETSU segmentation.

The cases of BUNSETSU segments

Matching score for case markers can be estimated ac-
cording to the case marker candidate assumed in the
BUNSETSU segmentation. The estimated score does
not satisfy the condition (9), because of possible errors
in the BUNSETSU segmentation and the estimation of
cases.

5.3 Approximated Score of Matching of
Question Type

5.3.1 Named Entity

We give score to each of the following answer candi-
dates based on the result of morphological analysis.
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1. Candidates whose detailed POS information con-
sistent with the question type7.

2. Candidates that consist of KATAKANA charac-
ters or alphabets, because they are possibly loan-
words.

Since there are named entities that do not satisfy the
above condition, the estimated score does not satisfy
the condition (9).

5.3.2 Numerical Expression

The numerical expression extractor is applied to each
answer candidates that matches one of patterns corre-
sponding to a question type. Thus, we give each of
those candidates the score that is calculated on the as-
sumption that the triplet of the candidate completely
matches one of a question. This approximation satisfy
the condition (9).

6 Pseudo Voting Method in Search
Scheme

Many existing QA systems exploit global informa-
tion about answer candidates. Especially redundancy
is the most basic and important information. For ex-
ample, there are previous studies that boost the score
for answer candidates that occur multiple times in
documents[2, 17]. The method is known as voting
method. Web search engines are also utilized for ob-
taining redundancy information like the number of hits
of the answer candidates on the Web[10].

On the other hand, we cannot exploit a voting
method directly in our scheme of searching answers,
because it quits search after n-best answers are found.
We therefore introduce an approximation of voting
method, called pseudo voting, as follows. Our method
continues searching for answers untile scores of � dif-
ferent answer candidates are fixed, in case of finding
�-best answers. The system therefore may find other
answer candidates that have same surface expression
as one of answer candidates whose score has been al-
ready fixed. Consequently we can partially use the fre-
quency information of answer candidates by recording
all of answer candidates whose scores are fixed in the
process of search. Here, we define the pseudo voting
score ��������� for an answer candidate �� as fol-
lows:

�
�������� � ���	������������������ � ��
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�������� ��� (14)

where������
 is the list of answer candidates whose
scores are fixed.

7 Experimental Result

In this section, we describe experimental results ac-
cording to NTCIR4 QAC2 Subtask 1. NTCIR QAC
is a series of evaluation workshops of Japanese ques-
tion answering organized by National Institute of In-
formatics, Japan. The latest workshop, or NTCIR4
QAC2, was held on June, 2004[5]. The test collec-
tion of NTCIR4 QAC2 Subtask 1 consists of 195 ques-
tions prepared by QAC2 task organizers. Participating

7Many of Japanese morphological analyzers output some de-
tailed POS information like semantic categories as well as basic
POS information like grammatical categories.

systems suppose to extract five (exact) answer candi-
dates from the document set for each question. Perfor-
mance of systems is evaluated with mean reciprocal
rank (MRR)8.

We conducted the following experiments under the
condition shown in Table 1 with the test collection
of QAC2 Subtask 1. We also used 200 questions of
QAC1 Formal Run[4] in order to develop the system.
In experiments, each passage consists of a series of
three sentences.

Table 1. Details of System
Morphological
analyzer

JUMAN 3.61

Dependency
Analyzer

KNP 2.0b6

NE recognizer SVM-based NE recognizer using SVM-
Light

Numerical
Expression
Extractor

System by Fujihata et al.[3]

Document
Database

Mainichi Shimbun Newspaper Articles
in 1998 and 1999

(Knowledge
Resource)

Yomiuri Shimbun Newspaper Articles
in 1998 and 1999

Computer CPU: Xeon (2.2GHz) � 2, Main mem-
ory:4GByte (for QA server)
CPU: UltraSPARC III Cu (900MHz)
� 2, Main memory:8GByte (for search
engine)

Language of
Implementa-
tion

JPerl 5.005 03

7.1 Experiment 1: QAC2 Subtask1

At NTCIR4 QAC2 Subtask1 Formal Run, we sub-
mitted the outputs of two runs, SYS-1212 and SYS-
1112, to the task organizers. Their parameter settings
are shown in Tables 2 and 3.The evaluation by the offi-
cial scorer and the answer set is shown in Tables 4 and
5.

Table 2. Parameters of two formal runs
a d kd ppd p

SYS-1212 10 250 30 5 50
SYS-1112 5 50 0 2 10

Table 3. Description of System Parame-
ters

a: Number of answers to be searched for. (Note
that we only use 5-best answers even if the num-
ber is greater than 5.)

d: Number of documents to be retrieved.
kd: Number of documents to be retrieved for

weighting keywords (��� in Section 3.2). ‘0’
means no keyword weighting, that is, ���� � �
for any keywords.

ppd: Maximum number of passages retrieved from
one document.

p: Number of passages to be concerned in re-
trieved document.

8MRR is the average of reciprocal rank of the highest correct
answer.
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Table 4. Official result of QAC2 subtask 1
(1) (SYS-1212)

Question Answer Output Correct
197 385 1000 148

Recall Precision F-value MRR
0.384 0.148 0.214 0.500

Table 5. Official result of QAC2 subtask 1
(2) (SYS-1112)

Question Answer Output Correct
197 385 991 146

Recall Precision F-value MRR
0.379 0.147 0.212 0.459

7.2 Experiment 2: Evaluation of Effective-
ness of Proposed Matching Techniques

As for scoring method for answer candidates, the
main contribution of this study lies in a) matching of
dependency structure defined by �	������� ��� in
(1), b) sentence chaining in Section 3.1, and c) pseudo
voting method in Section 6. To evaluate the effective-
ness of those matching techniques, we prepared sys-
tems in which one of those functions is suppressed and
examined the accuracy of those systems by MRR, the
average precision of the first answer candidate, and the
ratio of number of questions whose answers are found
within the top five answer candidates. As a baseline,
we also prepared a system that uses a naive scoring
function based on the distance between an answer can-
didate and a keyword as many existing QA systems do.
We may regard such kind of scoring methods as an ap-
proximation to the matching for dependency structure
and sentence chaining. The baseline adopts a scor-
ing function �	�������� ��� defined as (15) instead
of our matching score �	������� ��� for dependency
structure, but does not use the pseudo voting method.

��
�������� ��� � (15)

�
�
�

�

��SKW����������

����

��	� Dist���� �� � �

The result of comparison is shown in
Figure 5, where the parameter setting is
a=5/d=250/ppd=5/p=50, which achieves the best
performance in the experiment of Section 7.3.

7.3 Experiment 3: Evaluation of Perfor-
mance with respect to System Parameters

Since Mori et al.[11] have already reported the ef-
fectiveness of the search mechanism controlled by A�,
we would like to concentrate upon the relationship
between parameter setting and performance including
accuracy and turn-around time. In this experiment, we
examine MRR and turn-around time with varying the
values of parameters in Table 3.

The result is shown in Figure 7.3, where we ex-
cludes processing time of an external search engine
from the turn-around time.

0.300 0.400 0.500 0.600 0.700

All features(SYS-1212)

No diff. score

No sum scrore

No pseudo voting

No sent. chaining

Dist. only (baseline)

No key weight

No key weight/no diff. score

No key weight/No pseudo voting

No key weight/No sum score

No key weight/No sent. Chaining

No key weight/dist. only

(baseline)

MRR Answer is in the 1st place Answer is within the top 5

Figure 5. Evaluation of Effectiveness of
Proposed Matching Techniques

8 Discussion

In Figure 5 of Experiment 2, we can see that each of
the proposed matching techniques except for the key-
word weighting has an effect on improving accuracy.
Especially, the sentence chaining method described in
Section 3.1 is very effective. On the other hand, the
keyword weighting method in (4), which has slightly
improved the accuracy in QAC1 Subtask 1, makes the
accuracy worse. As for the matching of dependency
structures, the score based on the ‘difference’ between
dependency vectors is also useful as well as the score
based on the ‘sum’ of dependency vectors, while the
latter score is superior to the former one. This means
that the distance between a keyword and a answer
candidate is not the unique measure to represent the
goodness of matching. It is also supported by the low
MRR of the system (DIST) in Figure 5, which adopts
a naive scoring based on distance between keywords
and an answer candidate. Moreover, the pseudo vot-
ing method also takes effect to some degree.

As for the parameter setting in Experiment 3, Fig-
ure 7.3 shows a correlation between the accuracy and
the number of documents to be retrieved. Roughly
speaking, the bigger the parameter ‘d’ is, the higher the
accuracy is. We also have to pay attention to the fact
that MRR at d=400 is slightly degraded in comparison
with one at d=250. One of the reasons is that the prob-
ability that sentences in unrelated documents happen
to have higher score becomes higher, as the number of
documents increases. The parameter ‘p’, which is the
number of passages to be concerned, has the same ten-
dency as the parameter ‘d’. As for the parameter ‘a’,
which is the number of answers to be searched for, the
setting of a=10 is almost same as one of a=5. It means
that the pesade voting method we proposed works well
even if the number of answers to be searched for is
not much larger than the necessary number of answers.
From the viewpoint of both accuracy and turn-around
time, the setting a=5/d=250/kd=0/ppd=5/p=50 is the
best one in our experiment, at least for QAC2 Formal
Run. At the setting, MRR is 0.516 and the average
turn-around time is 16.1 second.
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Figure 6. Evaluation of System Performance with respect to System Parameters

9 Conclusion

In this paper, in order to improve accuracy of find-
ing answers, we introduced several techniques to a QA
system based on A� search. According to the experi-
ments in NTCIR4 QAC2 Subtask 1, we confirm that
the systems using those techniques achieves a higher
MRR than the previous our system. The MRR value of
the system is 0.500 in the QAC3 formal run and 0.516
in the parameter-tuned run after the formal run. The
result was third place among 17 groups participating
in NTCIR4 QAC2 Subtask 1.

In our future works, we would like to consider 1)
introduction of caching mechanism to reuse the result
of time-consuming sub-processes, 2) further improve-
ment of accuracy including refinement of sentential
matching, 3) optimize the weight of each score, and
so on.
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