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Abstract

We propose a new method of using multiple doc-
uments as evidence with decreased adding to im-
prove the performance of a question-answering sys-
tem. Sometimes, the answer to a question may be
found in multiple documents. In such cases, using
multiple documents for prediction would generate bet-
ter answers than using a single document. Thus, our
method employs information from multiple documents
by adding the scores of the candidate answers ex-
tracted from the various documents. Because simply
adding scores degrades the performance of question-
answering systems, we add scores with decreasing
weights to reduce the negative effect of simple adding.
We carried out experiments using the QAC1 test col-
lection and confirmed the effectiveness of our method
through a statistical test. Our method produced a large
improvement, with values of 0.05 to 0.14 for the eval-
uation scores (MRR/MF). We also obtained relatively
good results in the experiments using the QAC2 test
collection. These results, and the fact that our method
is very simple and easy to use, demonstrate its feasi-
bility and utility for question-answering systems.

Keywords: Multiple Documents, Decreased
Adding, Combined Method

1 Introduction

A question-answering system is an application de-
signed to produce the correct answer to a question
given as input. For example, when “What is the capi-
tal of Japan?” is given as input, a question-answering
system may retrieve a document containing a sentence,
like “Tokyo is Japan’s capital and the country’s largest
and most important city. Tokyo is also one of Japan’s
47 prefectures.” from an online text, such as a web-
site, a newspaper article, or an encyclopedia. The sys-
tem can then output “Tokyo” as the correct answer.
We expect question-answering systems to become in-
creasingly important as a more convenient alternative

to systems designed for information retrieval, and as
a basic component of future artificial intelligence sys-
tems. Recently, many researchers have been attracted
to this important topic. These researchers have pro-
duced many interesting studies on question-answering
systems [4, 3, 1, 2, 5, 7]. Evaluated conferences, or
contests, on question-answering systems have been
held in both the U. S. A. and Japan. In the U. S.
A., an evaluated conference has been held as the Text
REtrieval Conference (TREC) [17], while in Japan, a
conference called the Question-Answering Challenge
(QAC) has been conducted [13]. These evaluated con-
ferences aim to improve question-answering systems.
Researchers make their question-answering systems
and use them to solve the same questions, and each
system’s performance is then examined to glean pos-
sible improvement. We have investigated the potential
of question-answering systems [10] and studied their
construction by participating in the QAC [13] at NT-
CIR 3 [11].

In this paper, we propose a new method using mul-
tiple documents as evidence with decreased adding to
improve the performance of question-answering sys-
tems. Sometimes, the answer to a question may be
found in multiple documents. In such cases, using
multiple documents for prediction would generate a
better answer than using only one document for ques-
tion answering systems [1, 2, 5, 16]. In our method,
information from multiple documents is employed by
adding the scores for the candidate answers extracted
from the various documents [2, 16]. Because sim-
ply adding the scores degrades the performance of
a question-answering system, our method adds the
scores with decreasing weights to overcome the prob-
lems of simple adding. More concretely, our method
multiplies the score of the i-th candidate answer by a
factor of k(i−1) before adding the score to the running
total. The final answer is then determined based on
the total score. For example, suppose that “Tokyo” is
extracted as a candidate answer from three documents
and has scores of “26”, “21”, and “20”, and assume
that k is 0.3. In this case, the total score for “Tokyo” is
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Table 1. Candidate answers with original
scores, where “Tokyo” is the correct an-
swer

Rank Candidate answer Score Document ID
1 Kyoto 3.3 926324
2 Tokyo 3.2 259312
3 Tokyo 2.8 451245
4 Tokyo 2.5 371922
5 Tokyo 2.4 221328
6 Beijing 2.3 113127
... ... ... ...

Table 2. Candidate answers with simply
added scores where “Tokyo” is the cor-
rect answer
Rank Cand. ans. Score Document ID

1 Tokyo 10.9 259312, 451245, ...
2 Kyoto 3.3 926324
3 Beijing 2.3 113127
... ... ... ...

“34.1” (= 26 + 21 × 0.3 + 20 × 0.32). Thus, we calcu-
late the score in the same way for each candidate and
take the answer with the highest score as the correct
answer.

To evaluate this method, we experimented using the
QAC test collection [13] and confirmed the effective-
ness of our method through a statistical test. In our ex-
periments, we constructed a question-answering sys-
tem and employed four variations of it to confirm that
our method was effective. We also confirmed that sim-
ply adding the scores from multiple documents, with-
out employing decreasing weights, degraded the per-
formance of the question-answering systems in some
cases. Our method is very simple and easy to use,
and it improves the performance of these systems, thus
demonstrating its feasibility and utility.

2 Use of Multiple Documents as Evi-
dence with Decreased Adding

Suppose that the question, “What is the capital of
Japan?”, is input to a question-answering system, with
the goal of obtaining the correct answer, “Tokyo”. A
typical question-answering system would output the
candidate answers and scores listed in Table 1. These
systems also output a document ID indicating the doc-
ument from which each candidate answer was ex-
tracted.

For the example shown in Table 1, the system out-
puts an incorrect answer, “Kyoto”, as the first answer.

A method based on simply adding the scores of
candidate answers was used previously [2, 16]. For

Table 3. Candidate answers with original
scores, where “Kyoto” is the correct an-
swer

Rank Cand. ans. Score Document ID
1 Kyoto 5.4 926324
2 Tokyo 2.1 259312
3 Tokyo 1.8 451245
4 Tokyo 1.5 371922
5 Tokyo 1.4 221328
6 Beijing 1.3 113127
... ... ... ...

Table 4. Candidate answers with simply
added scores where “Kyoto” is the cor-
rect answer
Rank Cand. ans. Score Document ID

1 Tokyo 6.8 259312, 451245, ...
2 Kyoto 5.4 926324
3 Beijing 1.3 113127
... ... ... ...

our current example question, this produces the results
shown in Table 2. In this case, the system outputs
the correct answer, “Tokyo”, as the first answer. The
method can thus obtain correct answers by using mul-
tiple documents as evidence.

The problem with this method, however, is that it
is likely to select candidate answers with high fre-
quencies. It is a serious problem from a performance
standpoint, in particular. In the case of a system with
good inherent performance, the original scores that it
outputs are often more reliable than the simply added
scores, so the use of this method often degrades the
system performance.

To overcome this problem, we developed our new
method of using multiple documents as evidence with
decreased adding. Instead of simply adding the scores
of the candidate answers, the method adds the scores
with decreasing weights. This approach reduces the
negative effect of a question-answering system being
likely to select candidate answers with high frequen-
cies, while still improving the accuracy of the system
by adding the scores.

We can demonstrate the effect of our proposed
method by giving an example. Suppose that a
question-answering system outputs Table 3 in re-
sponse to the question, “What was the capital of Japan
in A.D. 1000?”. The correct answer is “Kyoto”, and
the system outputs the correct answer as the first an-
swer.

When we apply the method of simply adding scores
in this system, however, we obtain the results shown
in Table 4. In this case, the incorrect answer, “Tokyo”,
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Table 5. Candidate answers obtained by
decreased adding, where “Kyoto” is the
correct answer
Rank Cand. ans. Score Document ID

1 Kyoto 5.4 926324
2 Tokyo 2.8 259312, 451245, ...
3 Beijing 1.3 113127
... ... ... ...

Table 6. Candidate answers obtained by
decreased adding, where when “Tokyo”
is the correct answer
Rank Cand. ans. Score Document ID

1 Tokyo 4.3 259312, 451245, ...
2 Kyoto 3.3 926324
3 Beijing 2.3 113127
... ... ... ...

achieves the highest score.
To overcome this problem, we can try to apply our

proposed method of adding candidate scores with de-
creasing weights. Suppose that we implement our
method by multipling the score of the i-th candidate
by a factor of 0.3(i−1) before adding scores. In this
case, the score for “Tokyo” is 2.8 (= 2.1 + 1.8 × 0.3
+ 1.5 × 0.32 + 1.4 × 0.33) and we obtain the re-
sults shown in Table 5. The correct answer, “Kyoto”,
achieves the highest score, while the score for “Tokyo”
is notably lower.

We can also apply our method to the first example
question, “What is the capital of Japan?”. When we
use our method, the score for “Tokyo” is 4.3 (= 3.2 +
2.8 × 0.3 + 2.5 × 0.32 + 2.4 × 0.33), and we obtain
the results shown in Table 6. As expected, “Tokyo”
achieves the highest score.

As described here, our method of adding scores for
candidate answers with decreasing weights success-
fully obtained the correct answers to each of the ex-
ample questions. This suggests the feasibility of the
method for reducing the effect of a question-answering
system being likely to select candidate answers with
high frequencies, while at the same time improving
the system’s accuracy. We thus confirmed the effec-
tiveness of our method experimentally, as described in
Section 4.

3 Question-answering Systems Used in
This Study

The system utilizes three basic components:

1. Prediction of answer type

The system predicts the answer to be a particu-
lar type of expression, based on whether the in-
put question is indicated by an interrogative pro-
noun, an adjective, or an adverb. For example, if
the input question is “Who is the prime minister
of Japan?”, the expression ”Who” suggests that
the answer will be a person’s name.

2. Document retrieval

The system extracts terms from the input ques-
tion and retrieves documents by using these
terms. The retrieval process thus gathers doc-
uments that are likely to contain the correct an-
swer. For example, for the input question “Who
is the prime minister of Japan?”, the system ex-
tracts “prime”, “minister”, and “Japan” as terms
and retrieves documents accordingly.

3. Answer detection

The system extracts linguistic expressions that
match the predicted expression type, as de-
scribed above, from the retrieved documents. It
then outputs the extracted expressions as can-
didate answers. For example, for the ques-
tion “Who is the prime minister of Japan?”,
the system extracts person’s names as candidate
answers from documents containing the terms
“prime”, “minister”, and “Japan”.

3.1 Prediction of answer type

3.1.1 Heuristic rules

The system we used applies manually defined heuristic
rules to predict the answer type. There are 39 of these
rules. Some of them are listed here:

1. When dare “who” occurs in a question, a per-
son’s name is given as the answer type.

2. When itsu “when” occurs in a question, a time
expression is given as the answer type.

3. When donokurai “how many” occurs in a ques-
tion, a numerical expression is given as the an-
swer type.

3.2 Document retrieval

Our system extracts terms from a question by using
a morphological analyzer, ChaSen [6]. The analyzer
first eliminates terms whose part of speech is a prepo-
sition or a similar type; it then retrieves by using the
extracted terms.

The document retrieval method operates as follows:
We first retrieve the top kdr1 documents with the

highest scores calculated from the equation
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Score(d)

=
∑

term t


 tf(d, t)

tf(d, t) + kt
length(d) + k+

∆ + k+

× log
N

df(t)




(1)

where d is a document, t is a term extracted from
a question, tf(d, t) is the frequency of t occurring
in document d, df(t) is the number of documents in
which t appears, N is the total number of documents,
length(d) is the length of d, and ∆ is the average
length of all documents. kt and k+ are constants de-
fined according to experimental results. We based this
equation on Robertson’s equation [14, 15]. This ap-
proach is very effective, and we have used it exten-
sively for information retrieval [9, 12, 8]. In the ques-
tion answering system, we use a large number for k t.

Next, we re-rank the extracted documents accord-
ing to the following equation and extract the top kdr2

documents, which are used in the ensuing answer ex-
traction phase.

Score(d)

= −mint1∈T log
∏

t2∈T3

(2dist(t1, t2)
df(t2)

N
)wdr2(t2)

= maxt1∈T

∑
t2∈T3

wdr2(t2)log
N

2dist(t1, t2) ∗ df(t2)

(2)

T3 = {t|t ∈ T, 2dist(t1, t)
df(t)

N
≤ 1}, (3)

where d is a document, T is the set of terms in the
question, and dist(t1, t2) is the distance between t1
and t2 (defined as the number of characters between
them) with dist(t1, t2) = 0.5 when t1 = t2. wdr2(t2)
is a function of t2 that is adjusted according to experi-
mental results.

Because our question-answering system can de-
termine whether terms occur near each other by re-
ranking them according to Eq. 2, it can use full-size
documents for retrieval. In this study, we extracted
20 documents for retrieval. The following procedure
for answer detection is thus applied to the 20 extracted
documents.

3.3 Answer detection

To detect answers, our system first generates can-
didate expressions for the answer from the extracted
documents. We initially used morpheme n-grams for
the candidate expressions, but this approach generated

too many candidates. Instead, we now only use can-
didates consisting only of nouns, unknown words, and
symbols. Also, we use the ChaSen analyzer to deter-
mine morphemes and their parts of speech.

Our approach to judging whether each candidate is
a correct answer is to add the score (Scorenear(c))
for the candidate, under the condition that it is near
an extracted term, and the score (Scoresem(c)) based
on heuristic rules according to the answer type. The
system then selects the candidates having the highest
total points as correct answers.

We used the following method to calculate the score
for a candidate c under the condition that it must be
near the extracted terms.

Scorenear(c) = −log
∏

t2∈T3

(2dist(c, t2)
df(t2)

N
)wdr2(t2)

=
∑

t2∈T3

wdr2(t2)log
N

2dist(c, t2) ∗ df(t2)

(4)

T3 = {t|t ∈ T, 2dist(c, t)
df(t)

N
≤ 1}

where c is a candidate for the correct answer, and
wdr2(t2) is a function of t2, which is adjusted accord-
ing to experimental results.

Next, we describe how the score (Scoresem(c)) is
calculated based on heuristic rules for the predicted
answer type. We used 45 heuristic rules to award
points to candidates and utilized the total points as the
score. Some of the heuristic rules are listed below:

1. Add 1000 to candidates when they match one of
the predicted answer types (a person’s name, a
time expression, or a numerical expression). We
use named entity extraction techniques based
on the support-vector machine method to judge
whether a candidate matches a predicted answer
type [18]. We used only five named entity as
same as in our previous system [11].

2. When a country name is one of the predicted
answer types, add 1000 to candidates found in
our dictionary of countries, which includes the
names of almost every country (636 expres-
sions).

3. When the question contains nani Noun X “what
Noun X”, add 1000 to candidates having the
Noun X.

Our system has an additional function that are used
after answers are selected based on the scores. It is the
compiling of similar answers. Our system compiles
answers that are part of other answers and the differ-
ence in their scores is less than 90% of the best score.
The compiling is done by eliminating answers other
than the longest one. We call this method rate-based
answer compiling.

Proceedings of NTCIR-4, Tokyo, April 2003 - June 2004



4 Experiments using the QAC1 data col-
lection

4.1 Data Used in the Experiments

We used the Task-1 data in the QAC1 data collec-
tion from the QAC at NTCIR 3 for our first experi-
ments [13]. This data collection contains 200 pairs
consisting of a question and its answer. It was devel-
oped in the Japanese language and is based on arti-
cles in the Japanese Mainichi newspaper from 1998
and 1999. The mean reciprocal rank (MRR) is used
for evaluation. By applying the MRR, we then obtain
a score of 1/r when the r-th output answer is correct.
Our system outputs its top five answers.

4.2 Methods of Adding Scores

In the experiments, we employed each of the fol-
lowing methods of adding scores.
Original Method

This method simply outputs the answers generated
by the question-answering system as they are, without
adding the scores of each candidate answer.
Simple Adding Method

This method adds the scores of each candidate an-
swer as extracted from multiple documents. It then
outputs the answers according to their added scores.

In our question-answering system, the significance
of a candidate answer is greatly changed by a score
of 1000. Therefore, we do not want to skew scores
by adding the thousands and higher-order digits from
each score. Instead, for scores with the same values
for the thousands and higher-order digits, the method
extracts only the digits representing values below 1000
(i.e., hundreds, tens, and units) from each score. It then
adds all the extracted values to give a subtotal, which is
combined with the values of the thousands and higher
digits shared by the scores.

On the other hand, the method does not add the
scores of candidates with different values for the dig-
its representing values of 1000 or greater, but instead
simply takes the higher score as the total.

For example, suppose that a candidate answer X
appears twice with scores of 1025 and 1016. In this
case, 25 and 16 are extracted as the digits representing
values below 1000; these scores are added to obtain
41; and finally, 41 is added to 1000, and 1041 is ob-
tained as the total score. As another example, suppose
that a candidate answer X appears twice with scores
of 2025 and 1016. Here, the scores have different val-
ues for the thousands digit. In this case, the scores are
not added, and 2025 is obtained as the total score.
Decreased Adding Method

This method adds the scores for each candidate an-
swer extracted from multiple documents in almost the

same way as the simple adding method. It also han-
dles the digits representing values of 1000 or more by
using the same approach.

The actual method of adding, however, is different.
The decreased adding method multiplies the score of
the i-th candidate answer by a factor of k (i−1) before
adding the scores. This is expressed by the following
equation:

Scoredecreased =
∑

1≤i≤n

ki−1 scoreoriginal(i) (5)

Here, Scoredecreased is the value of the final
score obtained by the decreased adding method for
the digits representing values below 1000, while
scoreoriginal(i) is the value of the original score ob-
tained by the question-answering system for these dig-
its. n is the number of occurrences of the same candi-
date answer extracted from multiple documents with
the same values for the thousands and higher-order
digits. Finally, k is a constant set according to experi-
mental results.

For example, suppose that a candidate answer X
appears twice with scores of 2025 and 2016, and that
k = 0.3. First, 25 and 16 are extracted as the values
for the digits below 1000. These values are added by
using Eq. 5, so that 25+16×0.3 gives a result of 29.8.
Then, 29.8 is added to 2000, and 2029.8 is obtained as
the total score.

In this study, we used 0.01, 0.02, 0.05, 0.1, 0.2, 0.3,
0.4, 0.5, 0.6, 0.7, 0.8, and 0.9 as values of k.

Combined Method
This method is a combination of the original

method, the simple adding method, and the decreased
adding method (with the same twelve possible values
of k, i.e., 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6,
0.7, 0.8, and 0.9). First, the combined method iden-
tifies the method obtaining the best performance (as
measured by the MRR/MF) for a set of training data.
Then, it uses the best method to output answers.

In this study, we did not use any data other than the
QAC test collection, so we performed 10-fold cross
validation for training purposes.

The combined method involves two important con-
siderations.

One is the combination of multiple methods. It can
select a good method for each case and improve sys-
tem performance.

The second consideration is fair evaluation. For ex-
ample, the decreased adding method had twelve possi-
ble values of k in our experiments. Because the varia-
tion in k is large, even if a system using a certain value
for k obtains a good evaluation score, the score may
be a rare fluke found only in the test data. In general,
to avoid such unfair evaluation and to calculate appro-
priate evaluation scores, the 10-fold cross validation is
used.
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4.3 Tested Systems

As noted above, we used the question-answering
system described in Section 3 for the experiments, but
we employed four variations of it, as listed here. Note
that the designation, Sys-3, refers to the base system
exactly as described previously.

We used these four systems to confirm whether our
proposed method of using multiple documents as evi-
dence with decreased adding would be effective in var-
ious question-answering systems.
Sys-1

Unlike Sys-3, which uses Eq. 4, this system uses
the following equation.

Scorenear2(c) =
∑
t2∈T

wdr2(t2)log
N

df(t2)
(6)

Sys-1 thus does not use the distances between a can-
didate answer and the terms extracted from the input
question.
Sys-2

This system divides documents into paragraphs dur-
ing document retrieval without re-ranking based on
Eq. 2, and it also uses Eq. 6 instead of Eq. 4.

Sys-2 thus also does not directly use the distances
between a candidate answer and the extracted terms.
Because it divides documents into paragraphs during
document retrieval, however, it does confirm whether
a candidate answer appears in the same paragraph as
each term. This enables Sys-2 to utilize a little more
information related to the distances between the can-
didate answer and the extracted terms, as compared to
Sys-1.
Sys-3

Sys-3 is the base question-answering system as de-
scribed in Section 3.

4.4 Experimental Results

We conducted experiments with the QAC test col-
lection for Task-1 by using the methods described in
Sections 4.2 and 4.3. The results are shown in Table 7.
In the table, the leftmost column indicates the adding
method, while the top line indicates the question-
answering system. We used the two-sided t-test as a
statistical test to recognize significant differences, with
the original method as the baseline method. When a
method performed better than the baseline method at
the 0.05 or 0.01 significance level, it was tagged with
“+” or “++”, respectively. Likewise, when a method
performed worse than the baseline method at the 0.05
or 0.01 significance level, it was tagged with “-” or
“–”, respectively.

Table 7. Results for Task-1 in QAC1 (MRR)
Sys-1 Sys-2 Sys-3

Original 0.294 0.405 0.541
Simple 0.387++ 0.474+ 0.449−−

Combined 0.437++ 0.506++ 0.597++

Decreased
k=0.01 0.432++ 0.498++ 0.551
k=0.02 0.433++ 0.502++ 0.561
k=0.05 0.440++ 0.510++ 0.563
k=0.1 0.449++ 0.516++ 0.570
k=0.2 0.446++ 0.509++ 0.590++

k=0.3 0.450++ 0.504++ 0.597++

k=0.4 0.434++ 0.504++ 0.580
k=0.5 0.428++ 0.509++ 0.565
k=0.6 0.414++ 0.505++ 0.544
k=0.7 0.411++ 0.498++ 0.537
k=0.8 0.399++ 0.489++ 0.492
k=0.9 0.390++ 0.480++ 0.472−

4.5 Discussion

From Table 7, we found the following: The sim-
ple adding method obtained lower performance than
the original method in some cases (Sys-3). The com-
bined method, which includes our proposed method,
always obtained higher performance than the original
method and the simple adding method. Our method
produced a large improvement, with values of 0.05
to 0.14 for the evaluation scores (MRR). In the de-
creased adding method, 0.2 and 0.3 were good val-
ues for k. We actually counted the frequency of using
each method in the combined method and confirmed
that the frequency of using 0.2 or 0.3 was very large.
With our best question-answering system (Sys-3), the
combined method obtained scores of 0.597 for Task-
1, while the original method obtained scores of 0.541.
The best score was 0.608 in the QAC contest. We have
tried many other ways to improve question answering,
but we could not improve question answering easily.
Although our proposed method in this paper is very
easy and feasible, it could make quite a large improve-
ment and obtain almost the same precision as the best
score in the QAC contest.

The proposed method using multiple documents
as evidence with decreased adding has the problem
that when only one document includes answers, the
method cannot add the scores of answers in multiple
documents, and the performance of the system dete-
riorates. We examined this problem by using Sys-3,
which offered the best performance. We calculated the
system performance of Sys-3 with various numbers of
documents (x) including answers among the top 20
documents obtained during document retrieval. As we
expected, in the case of 0<x≤1, the combined method
obtained lower performance than the original method.
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Table 8. Results for Subtask-1 in QAC2
System ID MRR
CRL1 0.566
CRL2 0.577
Base line 0.541

Table 9. Results for Subtask-2 in QAC2
System ID MF Rate for select
CRL1 0.321 0.95
CRL2 0.302 0.97
CRLX 0.363 0.90
CRLY 0.358 0.85
CRLZ 0.334 0.80
Base line 0.293 0.95

Otherwise, however, the combined method obtained
higher performance. To solve this problem, we should
increase the size of the document sets to obtain multi-
ple documents containing answers or identify whether
the number of documents including answers for an in-
put question is one or more.

5 Experiments using the QAC2 data col-
lection

In this section, we show the experimental results
in the QAC2 data collection. The results are shown
in Tables 8 to 10. We used Sys-3 with the decreased
adding method and k = 0.3. In Subtask-1, our system
outputs its top five answers. In CRL1 of Subtask-2
or Subtask-3, our system outputs the answers having
a score that is more than 95% of the highest score.
In CRL2 of Subtask-2 or Subtask-3, our system out-
puts the answers having a score that is more than 97%
of the highest score. In CRL3 of Subtask-3, our sys-
tem outputs the top five answers. Although we used
select-one method in the QAC1 contest [11], we used
select-by-rate method in the QAC2 contest. Select-by-
rate method outputs the answers having a score more
than a certain rate (Rate for selection) of the highest
score. In Subtask-2, we made experiments of chang-
ing the rate for selection. CRLX, CRLY, and CRLZ
are the results after the contest. In Subtask-3, the au-
tomatic evaluation system has not been given by the
organizers, so we could not make additional experi-
ments. “Base line” is the system using Sys-3 and not
using the decreased adding method. Sys-2 of Subtask-
1 uses the following equation [11] instead of Equation
4.1

1 CRL is an abbreviation of Communications Research Labora-
tory, which is the previous name of our institute, National Institute

Table 10. Results for Subtask-3 in QAC2
System ID MF
CRL1 0.224
CRL2 0.223
CRL3 0.153

Scorenear2(c)

=
∑

t2∈T3

k
dist(c,t2)
near2 wdr2(t2)log

N

df(t2)
(7)

T3 = {t|t ∈ T, 2dist(t1, t)
df(t)

N
≤ 1} (8)

Our systems obtained the second-best score, the
best score, and the best score, in Subtask-1, Subtask-2,
and Subtask-3 of QAC2, respectively. This indicates
that our methods for question-answering systems are
very effective.

In Subtask-1 and Subtask-2, CRL1 which uses
the decreased adding method outperformed the base-
line method which does not use the decreased adding
method. The effectiveness of the decreased adding
method was also confirmed in the QAC2 data collec-
tion.

In this paper, we could not show the results of more
detailed experiments in the case using the QAC2 data
collection, because the schedule for writing is very
tight and our system needs a lot of time. (Our system
is very slow.) In the future studies, we plan to make
more experiments and show them.

6 Conclusions

We have proposed a new method of using multiple
documents as evidence with decreased adding to im-
prove the performance of question-answering systems.
Our decreased adding method multiplies the score of
the i-th candidate by k(i−1) before adding the score to
the running total. We found experimentally that 0.2
and 0.3 were good values for k. Our proposed method
is simple and easy to use, and it produced large score
improvements. These results demonstrate the feasi-
bility and utility of our method. We also applied the
method in various question-answering systems. It im-
proved performance in every case.

Our participation team (CRL) obtained the second-
best precision, the best precision, and the second-best
precision, in Task-1, Task-2, and Task-3 of QAC1, re-
spectively. It also obtained the second-best score, the
best score, and the best score, in Subtask-1, Subtask-2,
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and Subtask-3 of QAC2, respectively. Thus, we ob-
tained very good results constantly in the series of the
QAC contest. This indicates the effectiveness of our
question-answering system. Our question-answering
system uses many kinds of effective methods that can
be used easily. Thus, the paper describing those meth-
ods will be very useful.

Our question-answering system has not yet used a
large ontology for the named entity and has used only
a few kinds of named entities. In future studies, we
would like to use more kinds of named entities to im-
prove the performance of our system.
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