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Abstract

Recentlywe canacquireimmenceamount of infor-
mationthanls to the spread of a computerandinter-
net. Theefore, techndogy for finding the information
thata userdesiesbecomesore andmore important.
A questionanswering(QA) systemanswes a ques-
tion written by natural language in contrast to con-
ventianal information retrieval systemsvhee a user
expresseshis information needby keywords. There-
fore, a QA systencan provide more userfriendly in-
formationaccessrnvironmentto a user We developed
a QA systemQUARK! that finds answerwords from
large newspape article corpora andwasevaluatedby
participating in NTCIR4QAC?2, an evaluaion work-
shopof JapareseQA sytems.
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1 Intr oduction

Recentrapid advance of a compuer and internet
hasenabledus to acqure immenceamouwnt of infor-
mation To suppat a userto accesapprereateinfor-
mationfrom suchvastseaof information,information
retrieval techndogy hasbecone more and moreim-
portant. Searchengireslike Googleacceptkeywords
asaninputby assuminghatthesekeywordsrepresent
theusers informationneed Then auserrecevesthe
list of documentsthat containskeywords. However,
it is difficult to expressusers information needpre-
cisely by using keywords and, the informationthat a
userwishesto obtén is not alwaysincludedin a doc-
umert amongthedoaumentlists presentedby the sys-
tem. Therebre,theusermustmanually selectonly an
actuallynecessarglocunentfrom the retrieved docu
ments.

1QuUeston AnsweRig systemusinga large corpusasa Knowl-
edgersource

© 2004 National Institute of Informatics

A questionanswering QA) systemanswersaques-
tion written by a naturallanguagein cortrastto con
vertional information retrieval systemswherea user
expressedis information needby keywords. For ex-
ample, when a demand for information “I want to
know the first Japanes®rime Minister” occus, the
answer‘lto Hirofumi” is presentedn the display by
inputting the questionsentencedescribedn the nat-
ural languae, e.g., “Who is the first prime minister
of Japan?”Therefore,a QA systemcanprovide more
userfriendly informationacces®nvironmern to auser
thancorventional informationretrieval systems.

We develop a QA systemQUARK that finds an-
swer words from large newvspape article corporain
thisproject. QUARK wasevaluatedby participatirg in
NTCIR4 QAC2, an evaluationworkshopof Japanese
QA sytems.Detailedinformation on this workshopis
foundin (Fukumoto,etal., 2004 (Kato etal., 2004).

QUARK hasthefollowing two featues.

Firstly, whenexpectedanswerlassificatiorsuchas
a personfs nameand a compaly name, the detailed
answerclassificationthat can not be obtainedonly
with aninterragative is estimatedoy usingmanually
maderules. Moreover, when answerclassificationis
anumerd, easy-totake unit expressios arealsoesti-
mated.

Secondlythe hypenym mention& with acommon
nouwn is acqured from a corpws to the unknown an-
swercandicateword in thethesaurg, andthe classifi-
cationof theanswercandidatevordis estimatedased
on that hyperrym. This enablesSQUARK to compae
answercandidaes not in the thesaurg like a named
entity with the answerclassificationacqured from
a questionsentence. The compaison of the perfa-
manceamongsystemss doneobjedively with QAC2
of NTCIR4 by giving themthe samequestionrespec-
tively.

Problemsgiven to a QA systemat QAC2 arelim-
ited to thosewhoseansweris mentioredin a sourceof
knowledge,andthosecan be answeredwith a word,
andexcluding thoserequring reasonig, e.g.,“nazé
or“nan”.



2 SystemOverview of QUARK

QUARK corsists of two modules, the docunent
retrieval part and the answerextraction part, respec-
tively.

The article that seemsto contain an answeris
searchd by the docunentretrieval part by usingkey
words contaired in the input questio sentencdrom
theknowledgesource

On the other hand an actualanswerword is ex-
tractedin the answerextracion part from the docu
mentsetobtairedby thedocunentretrieva part. First,
only the answercandichte word correspondiig to the
questionform afterestimatinganswerexpectedby the
question sentenceFinally, assigna scoreto eachan-
swer candidateconsideing the positionthe keyword
containedin thequestionsentencetc.,andtheanswer
canddate word having the high rank is presentedo
every answercandidae to theuserasananswer

3 Documentretrieval part

QUARK retrieves docunentsthat include the an-
swerfrom a newspaer article corpora. The outline of
theprocedureis shovn below.

1. Let words contaired in a questionsentencebe
keywords and eachkeyword is assignedweight w;.
Notethatwords in the preceterminedstopword table
areexcluded.

2. Article A;'sscorescore(A;) is calculatedby the
keyword includedin theatrticle.

3. Articleswith the score(A;) belon predetemend
threstold valueareremoved.

Detailsof 1 aboveis asfollows: First,amorpholog
ical analysisis appliedto the questionsentencegiven
to it, and a setof morphemesis obtaired. We used
JUMAN, Ver40 asa morphologcal analyer Then,
by usingmanually constrictedstopword table,words
suchasthe interrogative unnecasaryfor theretrieval,
andaform noun areremoved. Only nours, adjectves
andadwerbsareleft in theset( of theretrieval words.
Notethata compundword is regardedasa word.

The given documentsetis retrieved usinga query
of theform of

VqGQ q .

For the set A of retrieved docunentsby the query
weassignjn 2 above,scoreto a; € A by thefollowing
formula:

score(a;) = Z (w(k) + logtf(a;, k))

k€K (a;,Q)

Here, K (a;, Q) is the setof keywordsin article a;,
w(k) is the weightof a keywords k, and¢ f(a;, k) is
thenunberof keywordsin a;.

Weight of a keyword is deternined, by a prelimi-
nary experiments asfollows:

e The clausecortaining keywordsis parerthesized
by « I" and “] " (parethesescomnonly usedin
Japaneseentencs): +30

e Keyword k is anumeri@al expression:4+15

e Keyword & is alocationname +10

e Keyword k is apersons name:+10

e Keyword k is acompaindword: +5

e Keyword k is a“katakara” word: 45

e Keyword k is containedn the first clausein the
questionsentence:+10

e Otherwise:10

Note that classificationof wordsare dore by con
sideringthe outpu of KNP.

4 Answer extraction part

In the answerextractionpart, aftera questionform
that representsan answerexpected by the question
sentenceés estimateda questionsentencéeavesonly
theanswercandidde word correspnding to the ques-
tion form.

Finally, a scoreis assignedo eachanswercand-
dateword in consideation of the one relatedto the
position with the keyword containedin the question
sentenceand so on, and the answercandidate word
having high rankis presentedo theuserasananswer

Thenourscollocatirg in thesamesentenceavith the
keyword usedin the documentretrieval partareused
aspreliminary answercanddatewords.

4.1 Estimation of the QuestionType

The questionform is an answerclassificationex-
pected by an input question sentenceas an an-
swer For exanple, “persoris nane” beconesa ques-
tion form in the question “Who is the author of
Botdchan”, and“yearmonth|date” becanesa question
form in the question “Whenwill the fifth edition of
koujien(a Japaresedictionary) be sold? Here| de-
notesor. Note that the questionform actually as-
signedby QUARK is the classifiednameof the the-
saurugnadeby Sekineetal 2

Furthernore, a unit expressionis assignedvhena
questionform is a numeral. Therebre, it is assigned
in thefollowing form.

Example 1 “Who is theautha of Botdhan?” (per
son)

Example 2 “When will the fifth edition of koujien
besold?” (date|morth | year)

Whethera questionform is a nounor a numeal is
decidel by thekind of interrocativesbeingusedin the
questionsentencewhich areshovn below:

nani (what), doko(where),dare (who), etc.: nours

2A hierachical thesaurusreleasedonly for partidpant for NT-
CIR4 QAC2. 78,017namedentiiesand15,843commonnounsare
classifiel into about200classs.



itsu (when), ikura(how much), nani+unit(meter
etc.):numerals

4.2 Whenthe quegion form is a noun

When a questionform is a noun it may be esti-
matedonly with an interragative like “... ha dare-
desuk&”, or it maynot be estimatecbnly with anin-
terrogative like “... hanandesukd Thus,aquestion
formis estimatedy QUARK by referiing to the deci-
sionword containel in caseof thelatter, while aques-
tion is askedto it from theinterrogative in caseof the
former.

The decisionword dendes the word contaired in
the gquestionsentenceandwhosethesauruglassifica-
tion becomes questionform.

For examge, in the question “Who wrote
Botdhan?’, “nove” becanes a decision word,
and a decisionword itself and classificationon that
thesauus “novel, bodk” becoms a questionform.
Moreover, the classificationof the decisionword due
to the thesauruss decidedusesthe samemetha as
that of classifyingthe answercandidateword shavn
in the next section.

The examge of the rule to distinguisha decision
word is shawvn asfollows.

Exampe of questionmatchedto the rule and the
question type “dare”. ...ha dare ga okonaimasitaka
—persm

“noun A hanan”: ...ga kaita syousetsiha nani —
work

“noun A no namaeha nan”: ..wo hatsubashita
kaishanonanaehanan — company

4.3 Whenthe quedion form is a numeral

A questionform for a numeal canbe determired
easilywhenaninterrogative wherecorrespadingunit
expressioncan be deciced uniquely is usedlike ex-
ample3 or whenthe unit expressionis specifiedlike
exanple 4.

Example 3 “When did “Matsumdo Salin” matter
hapen?”(date| month| year)

Example 4 “Whatis thepopuation of Japan?(hin)

However, in sucha case,"an interrogative nan +
unit expression”is notalwaysused.For examge, like
Exanple 5, the casewhen a unit expressionis not
descriledto the question sentencalirectly often hap-
pers.

Example 5 “How muchis the price of PS2?"(yen
dollaretc.)

Therebre,whentheunit expressionthata question
sentencés asledfor asanansweris not describedli-
rectly, andthe estimationof the unit expressionthat
theanswemordis easyto beincludedis dore by asta-
tistical methal. Outline of the estimationof question
form whenquestionform is nuneralis asfolllows:

Table 1. Matrix for calculating x? value

N3 | N, | total
Ny a b e
N C d f
total | ¢ h n

1. Among phrasesmodfying interrogative expres-
sion let thosehaving particle ha removing particles
be keyword 1, andlet phrasesnodfying as“no case
wordsin keyword 1 removing particlesbe keyword 2.
(keyword 1is “price” andkeyword 2 is PS2in thecase
of Exanple5.)

2. Searchsentencesontairing both keywords 1
and?2.

3. Judgethe indepandenceof the keyword 1 and
eachunit expression(obtainedfrom NTT Goitaikei(a
Japanesthesaura)) (Ikeharaetal., eds.,1997) by x?
testextradedfrom the collectedsentenceset.

4. Regardthoseunit expressionjudged to be not
independentbe the unit expressionthatthe answerto
thequestionhas.

When indeendene with the keyword 1 and the
unit expressioris judgedby 2 test,2 x2 matrixshowvn
in table1 is madeandcalculatedby usingthe follow-
ing formula.

5 n(lab—bc| —n/2)?
N efgh

Here,in thematrixshovnin Tablel, N; isthenum:
ber of sentencesontairing unit A, N, is the numbe
of sentencesiot contairing unit A, N3 is the numbe
of sentencesontainirg keyword 1, N, is the numbe
of sentencesot containing keyword 1, a is defined as
thenumker of timeswhenthe phrasewhich contained
aunit A is modfied by keyword 1 directly or whenthe
phrasewhich akeyword 1 contairedaunit A to in the
samesentencalirectly. In otherwords, a is counted
whena sentencesuchasexamgdes6 and7 exist when
keyword 1 is length andunit A is ameter

Example 6 “The lengthof the objectis 1 meter ”

Example 7 “An objectwith lengthof 10 meters.

4.4 Estimation of Answer Extraction Word
Type

QUARK compmares answer extraction word type
with the questiontype. It keepsonly the sametype
word. But in mary namedentities, it is impossiblefor
the systemto referits classificatiorfrom a dictionary.
Therdore, QUARK usesamethal thatextractsasetof
namedentitiesand hyperryms (comma nours) from
acorpus, anda classificatiorof hyperrymsis usedfor
classificatiorof namedentities.

The metha of extracting hyperrnym usesthe two
featuesof newspapenarticles. Thefirst featureis that



a namedentity often appeas together with its hyper-
nym in an article. The secondfeatureis that they
have patterrs in the way of expression. For examge,
‘named entity’ dearu‘hyperrym’ (e.g.,"sekaisaidai
no‘hana’ dearu‘rafureshia’(Thebiggestflowerin the
world Rafflesia)).

On the other hand, this method is not effec-
tive to person class (for exanple, “yamad sha-
chou”(presidentyamada), becausehey appeaiin the
samesgmert. Therefore,QUARK usegheclassifica-
tion techniquie usingSVM to classifythe personclass.

4.41 When the answer candidate is a common
noun

Whenananswercandidade word is acomma noun, it
is classifiedusingthe previously mentiored thesaurus
by Sekineetal. But, asfor the casewhereacommam
nown is a compaind word, becage only a few com-
pound words are describé in the thesaura directly,
classificatioris dore by thefollowing four rules.Rule
1 hasthe highestandrule 4 hasthe lowest priority,
respectiely, in applying therules.

Rule 1 When the compound word is in the the-
sauris, theclassificatiorby thethesauasis adoptel.

Rule 2 Among the suflicesincludedin acompaind
word, thosein thethesaurusindhasthelongestlength
is selected. The classificationwhich that suffix be-
longs to is madethe classificationof the compaund
word.

Rule 3 Among the prefix contaired in the com-
pound word, the longestonein the thesauruss cho-
sen. The classificationof the suffix is regadedasthe
classificatiorof the compmpundword.

Rule 4 The classificationthat the word having the
longest conmon suffix amongwords having a com-
mon suffix in the thesauus is madethe classification
of thecommundword.

4.42 When the answer candidate is a named en-
tity

Whenan answerword candidatas a namedentity; it
is seldomin the dictional, and,therefae, it is more
difficult to acquirea classdirectly from the thesaurus
for anamedentity thanword’s beingin thedictionary.
Hence,the hyperrnym of the namedentity is acquied
from the corpus,andthis prodemiis tried to be solved
by QUARK by makingthe classificatiorof the hyper-
nym bethe classificatiorof the namedentity.

As for the advartageof the acquisitionof the hy-
perrym from thecorpusis thatinformationlack dueto
gererarizationof the namedentity is lower comparing
with the casewhena dictionaryis used.In particular
when a corpus consistsof newspape articles, a hy-
perrym with moreamounts of informationis acquied
thanthoseof the classificatioracquied from the the-
saurs. Becauseof that, more powerful focusingcan

beattainedn thechoiceof theanswercandichteword.
It is also easyto genealize the hypernym acquired
from corpus by using the techniqee to askthe clas-
sification of the commnon noun previously introduced
for the classificationusingthe thesaurusf necessary
Thecharateristicsof thedescripion of thenewspager,
“When anamel entity areadercannotjudgeappess,
its hypenym is often usedfor its explanation’, are
usedfor theacquisitionof the hypenym asillustrated
in exampdes8to 10.

Example 8 A major comnunication compary
“NTT”

Example 9 The biggestflowerin the world Raffle-
sia.

Example 10 An autonobile calledCorolla.

A templateis usedwhen a hypanym is actually
acquied. Somepatternscan be found by the news-
paperarticlesin the methal of the indicaion of the
namedentityandthehypenym. For exampe, patterns
e.g.,“namedentity Thypernym; ", “hypernym dearu
namedentity”, “named entity to yobareru hypernym”
canbeconsideedfor theabove exanples.

By adoping patternswhoseappeaancefrequeicy
is high astemplatesQUARK attemptsto acquirethe
hyperrym of the unknowvn namedentity by templates.
How to collecttemplateds shavn in thefollowing.

1. Pair of nons A andB is extractedby usingthe
templateof “noun A TnounB] ” from thecorpis by
patternmatching

2. The sentencesvhere noun B collocateswith
nown A are collectedwith an expressionexcept for
‘noun A TnounBJ ”. Whennoun B appeas after
thesecondime, the explanationis oftenomitted, thus
only thesentence¢hatnoun B appeas for thefirsttime
is consideed.

3. The partial string put betweennours A and B
fromthecollectedsentencés extraded. Then,by sub-
stitutingthe partwherenounA is locatedwith the hy-
perrym andthe partwherenounB is locatedwith the
namedentity.

4. Amongacquiredemplatesthosewith frequency
uncer the preceterminedhresholdareremoved.

4.5 Scoringto Answer Candidates

The scoreof ananswercandidae is calculatedby
thefollowing formula.

sf(w;) N

ijEquery dist(kj, ’Ujl)

W) = (=) log(zr~)
Let .S bethenumter of sentencgcortainedin arti-
clesretrieved atthe documentretrieval part, N bethe
number of sentencegontainedin corpaa, sf(w) be
thenumbe of sentencesontarng wordw; in corpora,
dist(k;, w;) bedistancek; andw; in thesentenceon
tainingwordw;, length(s,,) bethelengthof sentence

length(sq,)



Table 2. Rate of correct answers for each
guestion form

Questionform | Q@ | C | R
persons name 48 | 26 | 541
artifact 37 | 16 | 432
naturalthings 14 | 8 | 571
location 31 | 14| 452
organizatio 23 | 13 | 565
numeals 23 | 12 | 522
date,monthoryear| 9 6 | 667
othes 14 | 4 | 286

total | 200 ] 99 | 495

swi, anda querybe the setof keywords containel in
thegiven question

5 Experimentsfor evaluation

The above technige was implemered and
QUARK was evaluatedby participatirg in QAC2 of
NTCIRA4.

Expeimentsare done under the following cond-
tions;

Problem: 200questiors for Task1 of QAC 2.

Knowledge Source Mainichi Shimbin, 1998
1999. Yomiuri Shimhun, 1998, 1999

External Knowledge Thesauus madeby Sekine
etal, NTT Goitaikei( a Japanesthesaurg).

Tools

e searchengineNamazuver.20.12

e morplologicd analyzerJUMAN ver.4.0

e parselKNP Ver.2.0b6

Evaluation Criteria : Thatof Task1 of QAC 2

Resultsareshavn asfollows:

The nunberof questios is 200, the nunber of an-
swersis 392, the number of answersby the system
is 996, the numbe of correctanswerds 122, respec-
tively. Moreover, recallis 0.311, precisionis 0.122
andMMR is 0.34, respectidly. MMR of QUARK is
the 15thbestamorg 25 systemgarticipatedn Task1
of QAC2.

Table2 shows the rate of correctanswerdor each
questionform. Here( is the numter of questims, C
is the numter of correctanswersand R is the rate of
correctanswers.

6 Discussion

The nunber of correct answerswas 122, and the
nunber in questionwhich containsa correct answer
was 99 questios with a resultof QAC2 Taskl. As

for the correctanswerrate of every questionform,
QUARK could not necessaringeta high correctan-
swerratealthoudh a persors name,anaturename,an
organization name a numeal anda date,monthand
yearwerebeyond50%.

In mostcasesan answerwas not contaired in the
article retrieved in the docurrent retrieval part when
cause®f theerrors areexamned, which sharesabait
50% of total errois. Errors causedat the scoringstage
andthe classificatiorerrorsof answercandidatesfol-
low.

6.1 Errorsat the document retrieval

The recall and precisionof the docunentretrieval
partare0.3 and0.30,respectiely. Therecallshavs
theratio of successfuéxtractionof articlescortaining
the correctanswerswhile precisionshows the ratio
of articlescontainirg the corre¢ answersamamg those
retrieved. In particula, low precisionis not the direct
causef errorsto shaw butit influenceghescoreof the
answembecagethenumter of theunrecessaranswer
wordsincreasesdueto low precision

Differercebetweerkeyword for thearticleretrieval
andthe notationin a sourceof knowledge causesie-
creaseof the recall rate. The decreasef recall rate
was due to decidingthe importanceof the keyword
statically

In QUARK, the importanceof the keyword con
tainedin the question sentences decidedonly by its
kind andit doesnot useeitherthe parsinginformation
of the questionsentencer that of the questionform.
Thus,theunnecessarkeyword containedn theques-
tion sentencecan not be omitted, andthe article that
contairs mary unnecssaryarticlesis extracted

6.2 Errorsat the scae calculation

An equatia considerimg ¢ f o :df andrelative posi-
tion with the keyword containel in the questionsen-
tenceis usedin this system. However, the frequency
of theanswemordsconsideablly affectstheequation
usedn thissystem Hence ananswemvorditself must
appeamorethanonearticle,andits frequeng mustbe
large enowghto increasehevalueof thescore.There
fore, wemaycorsiderthatit causeslecreasef correct
answerrateof a questionhaving answerwordswhose
frequeng is small.

6.3 Errorsat the classificaion of answercan-
didate words

The classificationof the answercanddate word is
dore by extracting a hyperrym from a corpws. How-
ever, asfor thenamedentity, it existsabundantlywhen
that hypernym is containedin the namedentity itself



like anexamge 11. In sucha case which causecer
rors of the answercanddate word canna be coped
with by our technique to acquie a namedentity and
anhyperrym in the phraseunit.

Example 11: Artificial satelliteHimawari, Univer-
sity of Tokyo, DirectorKurosava.

Moreover, asfor the work of art suchasa movie
and a play, a hypernym was not mentianed directly;
andtherewasanexample e.g.,Exampe 12, wherethe
word canbejudgedasawork of artfrom the cortext.

Example 12: Carmenwas presentedn Aoyama
theater

6.4 Errors at the classifiation of question
form

Estimationin questionform usesmanuallymade
rules. However, becase rules were mantally made,
they have not large coverage,andtherewerefourteen
exanplesthat classificatiorwas mistaken. Moreover,
therewerethirty examges to which no rule is appli-
cablebesidedirecterrois. In this case,anansweris
decickd to be extracted only using the score,and it
causesnoredecreasef theprecision

6.5 Other errors

Thereare a compaund erras of the sameanswer
asothes anda causeof the precisiondecreasesThe
erracneousanswerof the plural which hasthe same
mearing occupesa highrank.

7 Task3

We briefly introducedour preliminary apprachto
Task3 of QACS3, For its detailedtaskdescription see
(Katoetal., 2004). QUARK comethe 10th bestposi-
tion amongl4 participding systems.

7.1 Method

As, in mary casestelatedquestiormaynotcontain
informationobtainalte from the original question,in-
formationfrom the relatedquestionis insuficient for
obtairing the corre¢ answer Only a few keywords
may be obtaired from arelatedquestionandthe arti-
cle group obtainedin the docurnent retrieval part be-
comes hugein quantity To copewith theseprobdems,
one charateristic word is chosenfrom keywords of
the original question andaddto the keyword of the
relatedquestion in the docunent retrieval part. The
proposedprocedurels shavn below.

1. Deletethe word not suitableas an additional
word.

The word correspondig to the condtions shavn
below is deletedfrom keywords of the question

e The word that overlapskeyword of the related
question

e Numeralaccompniedwith a unit expressionand
thesameunit expressiorexistsin therelatedquestion

2. Eachkeyword remaired is given the following
weight,wherea modifiedtfeidf methal is used.

tsf(W)., . N
5 sy W

where P(W;) is the weight of keyword W;, W, i =
1,2,...,n arekeywords, N is thenumter of all docu
mentsin acorpts, df (W;) is thenumter of docurents
containng thekeyword W;, S is thenunberof articles
obtaired by documentretrievd at the time of analysis
of theoriginal questionandts f (W;) is thenumberof
thedocumentscontainingthe keyword W;.

3. A keyword with the largestweightis addel to
keywords of relatedquestion

P(W;) = (

8 Conclusion

We developed a question answering system
QUARK thatoutputsthe wordsandphrasesasanan-
swerto the questionsentencénput written in the nat-
urallangua@. Then,we participatedin the evaluation
workslop QAC?2 for questionanswerilg. With eval-
uationin Tasklof QAC2, 49% of 99 questionawvere
correctly answerecamong200 questiors. Moreover,
amory the 5th bestansweroutputby the systemthe
nunber of correctanswersxistedin the 1stbestwas
49 questionsof the22%. Recallandprecisionattained
31.1% and122%, respectiely.
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