Proceedings of NTCIR-4, Tokyo, April 2003 - June 2004

Comparison of Feature Usage at TSC-3 Summarization Tasks

Chikashi Nobata Satoshi Sekine
Kiyotaka Uchimotd Hitoshi Isahara

tComputational Linguistics Group
National Institute of Information and Communications Technology
3-5 Hikaridai Seika-Cho Soraku-Gun
Kyoto 619-0289 Japan
{nova,uchimoto,isahaf@nict.go.jp

tComputer Science Department
New York University
715 Broadway, 7th floor, New York, N.Y. 10003 USA
sekine@cs.nyu.edu

Abstract feature values are combined using a decision tree. We
compared the summarization system based on catego-
We participated in two summarization tasks at the rization of feature values with the one based on linear
TSC-3. We have introduced categorization of feature combination of feature values.
values for our summarization system, which is based
on sentence extraction technique. The categorized val- ]
ues were used as features for generating a decision2 System overview
tree. We compared our summarization system using
the categorization of feature values with the one using

linear combination of features in evaluation results of . In this section, we briefly explain tv_vo summariza-
the TSC-3 tasks. tion systems. One system (SysL) is to use linear

combination of features for extracting key sentences,
which are revised forms of those used in our previ-
ous system at TSC-2. The other system (SysC) is to
categorize feature values and combine the categories
to extract key sentences. We used decision trees for
combining categorized feature values.

Keywords: Multi-document summarization, Sen-
tence extraction, Categorization of feature values

1 Introduction

We have participated in the TSC evaluation for the
third time. Our summarization system for tasks at the 2.1  System with linear combination of fea-
TSC-3 is a modified version of the system we devel- tures (SysL)
oped for TSC-2 [8], which is based on sentence extrac-
tion technique.

Sentence extraction is one of the prominent meth-
ods for summarization[10, 6], which uses several fea-
tures to estimate the importance of each sentence.
Finding a new feature is one way to improve perfor-
mance of sentence extraction. One observation, how-
ever, indicates that categorization of feature values is
more appropriate to deal with the distribution of key Total-Scor¢sS;) = Zachorg(Si)
sentences [9]. The performance of sentence extraction J
can possibly be improved by introducing the catego-
rization of feature values without adding a new fea- Some features have more than one scoring function,
ture. one of which was selected in the training stage. We

We have introduced categorization of feature val- explain how each feature value is set and used in the
ues into our summarization system. The categorized system in the following sections.

This system uses parameters to combine results of
feature values in order to calculate the total score of
a sentence. The total score of a senterfe i6 cal-
culated using feature valueScorg ()) and parameters
(o) as follows:
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2.1.1 Sentence position 2.1.3 Tf*idf

The system uses ‘Sentence position’ to set the signifi- The third method is based on term frequency and doc-
cance of sentences. There are three different functionsument frequency. The hypothesis here is that the more
to handle sentence position. The first method is to give words that are specific to an article are in a sentence,
ascore of 1 to the firs¥ sentences and 0 to the others, the more important the sentence is. The target words
where N is a given threshold for the number of sen- are nouns (excluding temporal or adverbial nouns).
tences. That is, the score of tith sentenc&cord.S;) For each of these nouns in a sentence, the system cal-
is: culates the tf*idf score. The total score is the sig-

i nificance of the sentence. Word segmentation is per-
P1.Scorgsi(Si)(1<i<n) = 1 (if i<N) formed by Juman3.61 [4].
= 0 (otherwisg When a set of documents is given in advance, our

system counts the term frequendf) @nd the docu-

wheren is the number of sentences in a given article. ment frequencyd) for each wordw, then calculates
The second method is to give the reciprocal of the sen- ihe t*idf score as follows:

tence position; the score éth sentenc&coré S;) is

DN
fridf = tf(w)log ——
P2 ScorgystS:) — ti*idf (w) tf(w) log afw)

These two methods are based on the hypothesis tha{zlavrrt]ig:?:\rlwItshg]ﬁ/lglijnTc?ﬁ;?]f dg\l\(/oer:iﬂtr)icr?&esgzb\e/\rls #(S)ﬁqd
the sentences in the beginning of the article are more
9 9 1998 and 1999 to count the document frequency.

important than those in the other part. . . .
P b The sentence score with tf*idf values of words is

The third method is a modified version of the sec- lculated with lizationl5l. Wh d i
ond one; the method checks the sentence position fromc@icuiated with normaliza ion[5]. en a documen
D is given, our system calculates the Euclidean norm

the end of the article as well as the beginning: of tFidf values for all words inD (Dnorm):
normy:

1 1
P3.Scorgys(S;) = max(-, ——).
P in—i+1 Dnorm = Z tf*idf (w)Q.
The method is based on the hypothesis that the sen- weD
tences in both the beginning and the end of the article ] , ,
are more important than those in the middle. Then, the score for thgh sentencey;) in D is calcu-
lated as follows:
2.1.2 Sentence length
J Scorggrgs (S:) ! D thidf (w)2.
The second feature used to set the significance of sen- Dnorm weS;

tences is ‘Sentence length.” The length here means the

number of characters in the sentence. The first func- .

: : 2.1.4 Headline

tion returns the relative length of each sentefitg

to the maximum length of the sentenemay). Be- The fourth feature to set the significance of sen-
cause we would like to set it uniformly in the whole  tences is the headline of an article. The basic idea is
document sets, we fixed the value(éimax) to 200in  that the more words in the sentence overlap with the

advance. words in the headline, the more important the sentence
is. This function estimates the relevance between a
L; _ headlinef) and a sentenc8() using the tf*idf values
L1. Scorgan(S;) Tmax (if  L; < Lmax) of words(w) except stop words in the headline:
= 1 (otherwisg. Z tF¥idlf ()
The second function sets the score to a negative value 1. Scorgy(S;) = weHnS:
as a penalty when the sentence is shorter than a certain Z tf*idf (w)
length(Lmin): weH
L2. Scorgen(S;) = 0 (if L;> Lyjp) We also calculated the feature value using only
Li — Liin ] Named Entities (NEs) instead of the nouns. NEs were
= m (otherwiseg. annotated by a pattern-based NE extraction program

which has been developing to annotated extended NE
Since we sel pin to 20 in the following evaluation, a  categories presented at [12]. For NEs, only the term
sentence with 20 or less characters received a penaltyfrequency was used because we judged that the docu-
score. ment frequency for entitieg] was usually quite small
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thereby making the difference between entities negli- 2.3 System with categorization of feature val-

gible: ues (SysC)
Z ti(e) This system uses categorized feature values so that
H2. Scorgy(S;) = eeHnsS: features can be combined discretely. We used decision
th(e) trees for combining these feature values. For generat-
ecH ing decision trees, we used C4.5 package [11].
. The types of features used for generating decision
2.1.5 Topic trees are the same as SysL, while each function in

The fifth feature is additional information about doc- 2 feature is separqt_ed. For example, three functions
in a sentence-position feature are used for generat-

ument sets. Each document set has topic description. decisi if th i ¢
that explains the subject matter of the documents. Theg\]gvalﬁglst;??egt?ﬁz iassclat:: ((?:izaerg bl grint S?:égrzi
topic description was used in the similar way to the feature values are on a sgale of zeyro .to. one. 11 bi-
headline, the function with tf*idf values of words was ’

used for topics(). The equation of the method is as ?[g%ﬁitgrﬁ%;r? ???5;?&8‘8])?0”1 one feature value

follows: We used the system SysC for generating both ab-
Z tf*idf (w) stracts and extracts for the formal run. We also sub-
Score(S:) = weTNS; _ . mitted results of extracts using SysL.
> tiidf (w) S
weT 2.4 Similarity between sentences

For training, we used ‘Description’ part in TSC-2 data

. Our summarization system uses a module to esti-
as a topic of each document set.

mate the similarity between sentences. Similarity val-

_ ues are used to either select one key sentences among

2.1.6 Question ; P .y
semantically similar sentences or output a set of simi

At TSC-3 tasks, there were about five questions for a lar sentences with high sentence scores.

short summary and about ten questions for long sum-_ Th_ere are two kin.ds of similarity functions to check
mary at each document set. To include sentences relf @ given sentence is redundant or necessary. The as-
lated with these questiong)] into a generated sum- Sumption here is:

mary, the function with tf*idf values of words was
used as follows:

1. If two sentences are similar and have no NEs:
the sentence pair has the same contents.

Z thidf (w) 2. If two sentences are similar and share NEs:
Scorg)(S;) = max weanS: the sentence pair has the same contents.
“€Q Ny " tf¥idf (w)

3. If two sentences are similar and both have differ-
ent NE tokens of the same types:
the sentence pair has the similar structure but dif-
ferent contents.

wWeEQq;

The sentence score is the maximum value among
scores with given questions so that a sentence related
with at least one of the questions is picked up.
For example, in articles about one criminal case the
2.2 Parameters preceding facts of the case are described repeatedly.
These repetition should be removed. On the other

This system calculates a significance score for all of hand, when each article describes an earthquake that
the sentences, and sets the ranking of each sentence inccurred at different place in a given document set, ex-
descending order of score. The order of the extractedpressions in the articles are typical and similar, but tell
sentences is the same as in the original articles whenus different information. These expression should be
the system outputs a summary. included in the summary of the document set. Based

The training data we used at the TSC-3 tasks were on that assumption, our system calculates two similar-
the test collection used in TSC-2, which include 30 ity functions; one is based on content words (SimW),
document sets (224 documents). After the range of and the other similarity function is based on NEs
each parameter was set manually, the system changedSimN).
the values of the parameters within the range and iter- The system uses Dice, Jaccard, or cosine coeffi-
ated summarization on the training data. Each scorecients as a similarity measure based on the number of
was recorded whenever the parameter values werewords between two sentences. When two sentences
changed, and the parameter values having the bestre represented as word vectétsand.S,, each coef-
score were stored. ficient between them is calculated as follows[7]:
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Table 1. Evaluation results of the extrac-

Table 2. Evaluation results of the abstrac-

tion task tion task
Short Long Content Pseudo-question answering
Sys. Cov. Prec.| Cov. Prec. evaluation Exact Edit
SysC | 0.222 0.314| 0.313 0.432 Sys. Short Long | Short Long | Short Long
SysL | 0.293 0.378| 0.295 0.416 SysC | 0.188 0.240| 0.257 0.266| 0.556 0.602
LEAD | 0.212 0.426| 0.259 0.539 LEAD | 0.160 0.159| 0.300 0.275| 0.589 0.602
Dice(S,, ) = @Sfﬂ% \‘ results than the Lead-based system on q00, q01, q04,
18,8, 07, q10, g14 and q15. Especially the result on q00
Jaccard S, 5y) = ||%u§y \‘ was better than that of any other system.
cosingsS,, S,) = —=x2ul_ Table 4 shows that evaluation results of extraction
¢ ) V182 1x15y | tasks when one feature was discarded from feature

combinations. We introduced here another summa-
rization system (SysM) which uses a maximum en-
tropy (ME) framework [2, 3, 1]. The model is rep-
resented by Eq. (1):

exp (Z” i jgij(a, b))

The following three types of weights at each word
can also be selected from the following:

Binary: if the word appears on the sentence,
the weight is set to 1. The weight is setto O
otherwise.

Tf: the term frequency of the word palalb) = Z0)
Tf*idf: the tf*idf value of the word A
The system uses one of coefficients with one of the Zx(b) =

D exp [ D Nijgisab) |,
a ij

wherea is one of categories for classification (This is

weights to calculate similarities. For calculating both
values of SIimW and SimN, we used cosine coeffi-

cient with the binary weight from results at the training called a “future”). The value of the future is 1 (key

stage. { 0 (otherwise) here to indicate results of
Our system assumes that a given sentence pair Soth ence) or 0 (otherwise) here to indicate resulis o

similar each other when the coefficient between the Zigt;gge g)igarﬁgok':":gggg'%?}ng:gégfomeagOgézaotff i
sentences is higher than a threshold, i.e. two sen- u S| 9 P u

tences are regarded as similar when SimW is greatertur?.‘c’.(-rhIS IS fa"teg ? h|§torg|/.b), ?r:]ﬁ*(b) 'S a nort-th ¢
thanT,,,, and regarded as sharing NEs when SimN is malizing constant determined by the requirement tha

greater tharfl,,. The values of both thresholds for 2-aPA(@/b) = 1for all b. The computation of(alb)
T, andT., were set to 0.4 at the training stage. in any ME model is dependent on a set of “features

which are binary functions of the history and future.

) For instance, one of our features is
3 Evaluation results

In this section, we show evaluation results of our 9i,j(a,b)
system for the TSC-3 tasks. Table 1 shows evalua-
tion results of the extraction task. Both of our systems Here ‘has(b, f;)” is a binary function that returns 1
(SysL and SysC) had better coverage than the Lead-if the history b has featuref;. The features used in
based method, but the values of the precision wereour experiments are the same as used for generating
worse. In the comparison between SysL and SysC, decision trees.
SysL had better results at short-length extracts, and The comparison among feature combinations
SysC had better results at long-length extracts. shows that the ‘sentence-lengtit)(feature was the

Table 2 shows evaluation results of the abstrac- most effective feature to the coverage at short-length
tion task. As for content evaluation, our system’s extracts among all systems. At long-length extracts,
performance was better than those of the Lead-basedhe ‘sentence-position’R) and ‘question’ Q) fea-
method. As for evaluation with pseudo-question an- tures had also some effects to the results besides the
swering, our system’s performance was not so good sentence-length. Precision scores for SysM indicated
compared to those of the Lead-based method. One ofthat the ‘headline’ il) feature was not effective, be-
possible reasons the performance degraded is that decause the precision was better when the feature was
cision trees from training data fell into overtraining. not used. The ‘tf*idf’ ¢) feature for SysC at short-
Table 3 shows results on readability evaluation of ab- length extracts had also a harmful effect to the perfor-
stracts with quality questions. Our system has better mance. Comparing systems with all features, while

_ 1 :if has(b, f;) =1&a=a;
o 0 : otherwise.
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Table 3. Results on readability evaluation of abstracts
Short Long Total

QQ | Sys. LEAD | Sys. LEAD | Sys. LEAD
g00 | 0.033 1.500 | 0.300 2.833 | 0.167 2.167
g0l | 0.567 1.267 | 0.500 2.100 | 0.533 1.683
g02 | 0.700 0.267 | 2.100 0.633 | 1.400 0.450
g03 | 0.667 0.267 | 0.333 0.367 | 0.500 0.317
g04 | 1.567 1.667 | 2.667 4.300 | 2.117 2.983
g05| 1.400 0.067 | 3.600 0.300 | 2.500 0.183
g06 | 0.500 0.767 | 1.500 1.033 | 1.000 0.900
g07 | 0.267 1.533 | 0.467 4.333 | 0.367 2.933
g08 | -0.500 0.267 | -0.900 -0.333| -0.700 -0.033
g09 | 0.100 0.067 | 0.133 0.067 | 0.117 0.067
glo| 0.367 1.667 | 0.233 5.133 | 0.300 3.400
gll| 0.033 0.000 | 0.000 0.000 | 0.017 0.000
gl2 | 0.000 0.000 | 0.067 0.000 | 0.033 0.000
gl3| 0.033 0.033 | 0.000 0.000 | 0.017 0.017
gl4 | 0.000 0.033 | 0.033 0.067 | 0.017 0.050
gl5| 0.100 0.200| 0.233 0.433 | 0.167 0.317

Table 4. Comparison of evaluation results among systems and feature combinations (Ex-
traction)

Short Long

SysL SysC SysM SysL SysC SysM
Features| Cov. Pre. | Cow. Pre. | Cov. Pre. | Cow. Pre. | Cov. Pre. | Cowv. Pre.
-LFHTQ | 0.254 0.328| 0.224 0.324| 0.267 0.344| 0.276 0.398| 0.294 0.430| 0.281 0.409
P-FHTQ | 0.242 0.340| 0.218 0.324| 0.260 0.373| 0.281 0.410| 0.269 0.418| 0.294 0.423
PL-HTQ | 0.280 0.354| 0.224 0.326| 0.271 0.350| 0.287 0.410| 0.277 0.411] 0.328 0.464
PLF-TQ | 0.260 0.358| 0.231 0.347| 0.283 0.379| 0.285 0.406| 0.277 0.417| 0.307 0.451
PLFH-Q | 0.293 0.378| 0.222 0.314| 0.272 0.338| 0.289 0.413| 0.313 0.432| 0.313 0.435
PLFHT- | 0.259 0.337| 0.222 0.338] 0.280 0.338| 0.278 0.408| 0.293 0.428| 0.311 0.429
ALL 0.293 0.378]| 0.222 0.314| 0.281 0.376| 0.295 0.416| 0.313 0.432| 0.309 0.443

SysL was the best at short-length extracts, we can seeconsider the use of other machine-learning modules to
that SysC and SysM had better performance than SysLcombine features instead of a decision tree.
at long-length extracts.
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