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Abstract

In NTCIR-4 WEB Task D (Topical Classification
Task), we present an overlapping clustering method
for a Japanese meta search engine as an alternative to
listing of ranked retrieved results, which most search
engines adopt to present the retrieval results. The pro-
posed method clusters the retrieved results dynami-
cally according to two steps: (1) cluster labels consist-
ing of the most important feature terms extracted from
the retrieval results are generated first; then (2) each
document is classified into one or more (i.e., overlap-
ping) generated clusters based on its relevance to the
feature term. Evaluation results showed that the pro-
posed method achieved better retrieval effectiveness in
a formal run than the average of all the participants in
Task D.

Keywords: NTCIR, Web Document Clustering, Con-
tent Mining, Evaluation Method, Meta Search Engine.

1 Introduction

Search engines are powerful tools that are widely
used to access necessary information on the Web.
However, users are not always satisfied with search re-
sults that they return. For example, Yahoo!™ Japan
and Google™ search engines, which are popular in
Japan and the world, respectively, have the following
features.

e Keyword search is provided to express users’
query intentions.

e Search results are always given as a list of items
ranked by relevance to query terms.

Ranked retrieval results are indeed helpful for users to
locate a specific piece of information. Notwithstand-
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ing, categorizing search results into clusters with ap-
propriate labels is anticipated to help those users who
become frustrated with myriad search results. Using
such categorization, users might grasp an overview of
results and gain access to Web pages that are related
directly to their interests.

On the other hand, Web page clustering is a kind
of document clustering. Such document clustering di-
vides documents exclusively and sometimes produces
a hierarchy of clusters. We have already proposed a
Japanese meta search engine that categorizes search
results into hierarchical clusters exclusively [1]. A ma-
jor drawback of this engine is engendered in its exclu-
siveness: each search result (Web document) that can
reasonably be included in two or more clusters is as-
signed to a single cluster. Because of this exclusive-
ness, experiments for this engine have shown that the
recall rate of clusters tends to be lower than that of
another search engine with a clustering function.

For that reason, this paper proposes an overlap-
ping clustering method named Overlapping Clustering
Method Using Local and Global importance of fEa-
ture tErms (OCMULGEE). It is expected to achieve
a high recall rate for each cluster and to categorize
more retrieved documents into meaningful clusters.
The proposed method offers the following remarkable
features:

e dynamic clustering executed each time search re-
sults are obtained;

e overlapping (non-exclusive) clustering; and
e appropriately extracted cluster labels.

This paper is structured as follows. We first explain
prior related works on document clustering in Section
2. Section 3 describes the proposed clustering method,
OCMULGEE, and shows an example of created clus-
ters. Section 4 describes results of both dry and for-
mal runs that were obtained through experiments in



Proceedings of NTCIR-4, Tokyo, April 2003 - June 2004

which OCMULGEE was applied with various param-
eters to clustering Japanese Web documents given by
the NTCIR-4 organizer. Conclusions are presented in
Section 5.

2 Related works

Clustering techniques for Web search results can be
divided broadly into two categories: those based on
structure mining and content mining.

Regarding structure mining, Wang et al. [2] pro-
posed link-based clustering methods by which co-
citation and bibliographic coupling were used to char-
acterize the degree and type of similarity between two
Web documents. Although link-based clustering of-
fers several advantages including language indepen-
dence, original Web documents must be referred in or-
der to extract URL sequences, which is not necessary
for OCMULGEE.

On the other hand, Scatter/Gather [3] employs an
automatic content-based clustering algorithm, named
fractionation [4], to organize a set of documents into a
given number of topic-coherent groups. Experiments
using that system have indicated that the best clus-
ter had more documents relevant to the query than
an equivalent number of top-ranked documents of the
original search results. Although Scatter/Gather was
effective for analyzing relatively long documents such
as newspaper articles, OCMULGEE’s target is the
clustering of snippets of Web documents comprising
a title, a summary, and a URL. Eguchi et al. [5] also
proposed content-based clustering methods in which
feature vectors are defined using statistical information
of terms such as TFIDF and a certain inter-document
similarity measure is introduced for clustering. OC-
MULGEE, proposed in this paper, is categorized into
a content-based approach; its clustering is based on
feature term analysis.

Furthermore, many (meta) search engines have a
clustering function that is similar to OCMULGEE:
Vivisimo!, ez2Find?, metacrawler’, WebCrawler?,
Turbol10’, etc. However, many of them, especially
commercial sites, do not reveal their technical details.

3 OCMULGEE
3.1 Overview

This section describes the proposed overlapping
clustering method, OCMULGEE, which clusters a few
hundred search results dynamically. OCMULGEE ex-
tracts feature terms from the search results, calculates

Wivisimo™ http://vivisimo.com/

2ez2Find http://ez2find.com/

3metacrawler™ http://www.metacrawler.com/
4WebCrawler™ http://www.webcrawler.com/
STurbo10 http://turbo10.com/

two kinds of measures of importance for the terms,
such as local importance (L1) and global importance
(GI), and determines clusters and their labels based on
both values of importance. If possible, subclusters are
subsequently generated by analyzing compound nouns
included in titles or summaries of documents in the
clusters.

The GI is a measure of importance of terms across
the whole search results, whereas LI is a measure of
terms within each search result. The proposed method
generates categories represented by terms of high GIs.
Then each search result is clustered into the categories
of terms whose LI is greater than a certain threshold.
Cluster size (the number of elements in each cluster)
and the retrieval effectiveness of each cluster can be
controlled by the LI threshold. The maximum number
of clusters can also be controlled to prevent generation
of too many clusters.

Therefore, the proposed method comprises the fol-
lowing five steps, each of which is explained in more
detail in subsequent subsections.

1. Feature term extraction

2. Calculation of local importance
3. Calculation of global importance
4. Creation of top-level clusters

5. Creation of subclusters
3.2 Feature term extraction

Preprocessing of OCMULGEE generates a set of
feature terms F'. First, a parser is developed to re-
move HTML tags from HTML sources of search re-
sults and divide them into each retrieved document
which constitutes R, a set of divided retrieved docu-
ments. Any divided retrieved document r; € R has
three attributes: a title, a summary, and a URL. Sec-
ondly, titles and summaries of retrieved documents are
analyzed morphologically by Chasen®. All nouns and
unknown words are extracted as candidates of feature
terms based on the part-of-speech (POS) information
given by Chasen. Finally, the candidates of feature
terms extracted by morphological analysis are distilled
into F' by normalization, deletion of stopwords, inte-
gration of persons’ names, and some heuristics.

3.3 Calculation of local importance

Local importance LI(r;, f;) of each feature term,
f;j € F, in each retrieved document, r; € R, is de-
fined for determining whether to categorize r; into the
cluster with the label of f;. LI(r;, f;) can also be

Ohttp://chasen.aist-nara.ac.jp/
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Figure 1. LI weight.

considered as a sum of weighted occurrence frequen-
cies of a feature term f; within a document r;. Based
on the simple assumption that terms appearing at the
beginning of a text are more important than others,
OCMULGEE calculates the weighted occurrence fre-
quency in three ways, i.e., lw (linear weight) in Eq. (1),
sw (sine weight) in Eq.(2) and esw (enhanced sine
weight) in Eq. (3). In these equations, p is the number
of morphemes between the head of the title or sum-
mary and the appearance of f; and 7' is the number of
all morphemes in ;.

1-2 > b
w(m,fj)z{ N O )

0 otherwise

sw(ry, fj) = sin (%w) , (2

T 1)—-1

esw(ri, fj) =s
Figure 1 shows these weights when 7" = 10. OC-
MULGEE uses a = 100,b = 1 in Eq. (1) based on
preliminary experiments. Figure 1 shows that esw is
slightly greater than sw.
Based on these equations, LI(r;, f;) is calculated
as follows:

I(ri, f;) Z weight. “4)

In Eq. (4), weight represents any of the three defined
weights and P = {p1, p2, ..., P} is a set of positions
p, where n is the number of occurrences f; in r;. For
the rest of this manuscript, LI (75, f;) that is calculated
with [w is denoted by LWLI, that with sw is denoted
as SWLI, and that with a combination of esw for the
title and sw for the summary is denoted as TESWLI.
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Figure 2. Scores of infoseek and SP, LP
weights.

3.4 Calculation of global importance

Global importance GI(f;) of each feature term
fj € Fin all retrieved documents 2 is defined for de-
termining what clusters should be generated. Clusters
with the label of f; are generated based on GI(f;).

As GI(f;), OCMULGEE adopts DF'(f;) and
TF(f;) x IDF(f;), which are major term weighting
measures that are widely used in IR. Here, DF(f;),
the document frequency of f;, represents the number
of documents including f; in R; T'F(f;), the term fre-
quency of f;, represents the number of times f; ap-
pears in R. In addition, IDF(f;), the inverse doc-
ument frequency of f;, is calculated as IDF'(f;) =
log %(m, where N is the number of documents con-
stituting R. OCMULGEE also proposes SP(f;) in
Eq. (5) and LP(f;) in Eq. (6) as GI(f;), both of which
represent TF'(f;) x IDF( f;) weighted by ranking in-
formation of r; in R. That is, r; stands for the i-th item
in the overall search results R in these equations.

P(f;) =Z

i=1

TF (ri, f;) % sin (%\/{)} < IDF(f;).  (5)

N
Z{TF Tiy fj) X logNN } x IDF(f;).  (6)
i=1

Figure 2 shows that sine and logarithm weights in
these equations are similar in shape to the relationship
between the rank and score given by infoseek’ when
searching with “} ILI{# R % (Katayamazu spa)” and
HEEBNT K% (Tokyo Metropolitan University)”, re-
spectively.

3.5 Creation of top-level clusters

OCMULGEE initially generates c(f;): clusters
with the label of feature term f; whose GI(f;) val-

Tinfoseek™ http://infoseek.co.jp/
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ues are greater than a given threshold. It then deter-
mines whether to categorize each document, r; € R,
into the clusters ¢(f;). However, those clusters of f;
whose GI( f;) are under the threshold are never gener-
ated. This characteristic prevents OCMULGEE from
increasing unnecessary clusters. The clustering pro-
cess proposed in OCMULGEE is summarized as fol-
lows.

1. The ¢(f;) with the highest GI(f;) in F' is gener-
ated; then the f; is removed from F.

2. Each document 7; belongs to ¢(f;) if LI(r4, f;)
is greater than a certain threshold that serves to
exclude weakly relevant documents. The r; with
plural f; whose LI(r;, f;) value is greater than
the threshold can belong to a plural number of

c(f;)-

3. The ¢(f;) is deleted if no document belongs to
c(f;) or if all documents belonging to ¢(f;) also
belong to another previously generated cluster.

4. Any singleton cluster ¢(f;) (a cluster with only
one member) is deleted.

5. Such cluster generation continues until the num-
ber of generated clusters reaches a maximum
(threshold), or until there exists no f; € F whose
GI(f;) is greater than a threshold. All Web doc-
uments belonging to no clusters after assigning
documents to each cluster belong to the “etc.”
cluster.

3.6 Creation of subclusters

OCMULGEE generates subclusters after creating
top-level clusters as follows.

1. All adjacent nouns and unknown words that con-
tain f; are regarded as target compound nouns.
They are extracted from titles and summaries of
the documents in top-level clusters ¢(f;).

2. If one of the extracted compound nouns is a sub-
string of another, those with smaller values of DF
in ¢(f;), TF in ¢(f;), or their string length are
deleted where the comparisons are made in this
order.

3. Subclusters are created with the label of the re-
mained compound nouns after the above selec-
tion.

4. Each document included in ¢(f;) belongs to the
created subcluster if its title or summary contains
the label of the subcluster.

5. Any singleton subcluster (having only one mem-
ber) is deleted.

6. If all elements of any subcluster are identical to
those of its parent cluster ¢( f;), the label of c( f;),
i.e. f;, is replaced with that of the subcluster.

3.7 An example of created clusters

Figure 3 shows some clusters created by OCMUL-
GEE when searching with the queries “ZE{E#E (Copy-
right)”, ” 7% )La > 5 >V (Digital contents)”,
and “* b7 —7 (Network)”: the left pane displays
whole clusters in a tree-view, as Windows Explorer
(Microsoft Corp.) does; documents within the clus-
ter that is selected by a user are presented in the right
pane. Each folder icon in the left pane stands for a cre-
ated cluster. Character strings “PR#& 577 (Protection
technology)” are highlighted in the right pane because
the cluster “PRF#EH; i, a subcluster of the cluster
At (Technology)”, is selected in the left pane. In
addition, “[200]” beside the label of the root cluster
represents the number of all the Web documents for
clustering, i.e., 200 items were categorized in this ex-
ample. Top-level clusters have similar information of
“[SIZE, TF, DF]” beside their cluster labels f;, where
SIZE is the number of Web documents in ¢(f;), TF
is TF(f;), and DF is DF(f;). The subclusters also
have “[SIZE, TF, DF]” beside their labels, but TF and
DF here stand for those in their parent (top-level) clus-
ter, not in all the documents R.

Figure 3 also shows that the cluster “/#¥} (Infor-
mation)” has 14 subclusters with labels containing the
character string “/&#2” and the cluster “8fi” has 13
subclusters. Almost all labels of subclusters make
sense in Japanese.

4 Evaluation
4.1 Dry run

For the dry run at NTCIR-4 WEB Task D, we were
given a 100-gigabyte Web document set “NW100G-
01 constructed at the NTCIR-3 WEB [6], and search
result lists of 12 topics, i.e., “target data set” compris-
ing about 200 or more documents per topic.

For the dry run, OCMULGEE extracted, at most,
50 characters before and behind the query terms in
each document as its summary after removing HTML
tags from its HTML source (KWIC). The maximum
number of generated clusters was set to 20. Original
ranking information of all documents was preserved
in each cluster after clustering. Table 1 summarizes
a system description of OCMULGEE as it was set up
for the dry run: three runs, METAL-0[123], were sub-
mitted with varying parameters®. METAL-01 adopted
an LI threshold of zero, meaning that any retrieved

8“METAL” stands for OCMULGEE here. METAL is the origi-
nal name of our exclusive clustering system.



Proceedings of NTCIR-4, Tokyo, April 2003 - June 2004

B ErHE FURLILTY avb0-50200]

B ERRE8,171,70]

) EEREI 1 2811]

L EEREi5.115)

L raRARESs ]
TR 27 L. [4104]
TEERALIS (2531
-1 EERFEIAESS]

L FUANERE)
L AEEEEREAS]
B 23)
TEERiEA (2.2.2]

DIGIGACHA

DICIGACHATEPA F v D —ZWIRHREZZ+ =8 “F) F+ (DICIGACH@) " & ASP R E R R FIENRI#H L
ik, BARERFS RN, U FEDFo - HASHOIML. THFAN B EBGEHGESLETILFAT
AT FURN T U EE I THBR DI 00 F R RN 54 o)L (RIGHTSSHELL) "#§I| L 57
DRI T AVRZERIEY — 2T TS F ¢ (DICIGACH@) | D HBE RS AR LELE.
RIGHTSSHELL| TIREICREL L S RIREER TTY . TUA LT oVERSELEDTIRD
BAZMFT o IS T 2005

IW0145 }
DIGIGACH_A

DICIGACHATEPA oy F = DRI EZZ =0 “FU F+ (DICICACHE@) " & ASP 3 3 BRI FENRI% 0
it BFRERAAEL. Vo FEPF A HASHOIMI. TFAL Bif SRUEFESLETILFHT

[BER - (222] AT F VRN AT UEEE TRBS A 00 FHE RSN 54 o)L (RIGHTSSHELL) "#§I| AL T
1hERsE 2 222] DA F VIR R —F 215U F + (DIGIGACH@) | 0 RWEREE ANSAIEL M= LE L.
O RIRDT I RLE22] RICHTSSHELLX|S, NECTIRaICREL L FrRiRSEEHRTEY . TV a0 T v ERS{ELEQ TR
oI {BAESRR22] BRICT T o b IEBRS T A0 F)
-0 150 152,69) 005524748
AEDLEMIBEE] 3. SYSTEMS

&ﬁ?.trf 4441
- AL
1 Hitigma4s]
) EAEEmEaE]
J REifdEfi[2.2.2]
7 ARI-3ATE22]
) B EER2.22]
2103112037

SYSTEMSISOLIDAUDIO) | $SOLIDAUDIOPROIECT 4 #8069 % L 1w b O =57 = FAD FRT T
SOLIDAUDIOD B EIZ. SV BL<IEERLEHS S0 or L (A EZRT oS EMET BEu &
m&ﬁﬁim #YF T, SOLUDAUDIOIICh M BEICLY, B2 TRED BREIE/ 2 7 viikEe
24U % T, (MSOLIDAUDIOPROIECT 190847 ALY, NTT, #5 MEH = ($04 T, TLFATFIZLD

IE, -.:503 E@bf@ﬁ%ﬁ BL T oy b= T R - T 0 B REBEY —CR ARG E DL
12305 i £E)

MW002646543
SYSTEMS
SYSTEMSTSOLIDAUDIONS | 2S0LIDAUDIOPROIECT “1 488542 BALL o O — 5t —FuA D B RT L,
SOLIDAUDIOM A EIL, H0 O F EL <L EERLGRS NS 2r W A AERHADEEMET, Ry &
PEIEIRSEREM Ty & ¥, SOLIDAUDIQEChAM BRICEY, T2 TREY EREE 20TV iiEEs]
BEELE T (MSOLIDAUDIOPROJECT 100847 BEL. NTT. b S WEIRE U 5T, T FATATICLD
FRIAD i D (BMEE B9 L T, ot D=Ino a7 —FA 0 EREBEY —CAMBL DD

CRE)

i RiB3110753] PR

Iz :L"SJ:UL?*-H:‘EI

Figure 3. Created clusters when searching on “Copyright”,

work”.

Table 1. System description for dry run

SystemID GI LI LI threshold
METAL-01 DF LWLI 0
METAL-02 DF LWLI 6
METAL-03 SP LWLI 6

document r; with a feature term f; is clustered into
c(f;), irrespective of LI(r;, f;) values. In contrast,
METAL-02 and METAL-03 both adopted thresholds
of six based on preliminary experiments.

4.2 Discussion of dry run results

All Web documents for clustering were given multi-
grade relevance to each query, such as highly relevant,
fairly relevant, partially relevant, or irrelevant. Highly
and fairly relevant documents are considered to be rel-
evant at the rigid level, whereas those judged not irrel-
evant are considered to be relevant at the relaxed level.
In the dry run, retrieval effectiveness based on both
relevance levels were given to each participant.

A summary of dry run results of OCMULGEE is
shown in Tables 2 and 3, where average precision
(AvePrec), precision (P@20), and recall (R@20) of
the 20 top-ranked documents were calculated after
sorting the generated clusters based on the number of
relevant documents in the clusters. One problem we
found was that OCMULGEE assigned not a few doc-
uments to the “etc.” cluster irrespective of their rele-
vance. Consequently, for some queries, the “etc.” clus-
ter ranked first in the number of relevant documents
included in it. That result was unintended. Appar-
ently, OCMULGEE regards the “etc.” cluster as a set
of rather useless documents. The figures in these ta-

“Digital contents”, and “Net-

Table 2. Dry run results based on rigid
relevance judgment (%)

SystemID AvePrec P@20 R@20
METAL-01 59 20.8 17.7
METAL-02 5.5 16.7 15.9
METAL-03 5.5 16.3 14.5
Average 5.7 17.9 16.1

Table 3. Dry run results based on relaxed
relevance judgment (%)

SystemID AvePrec P@20 R@20
METAL-01 6.2 32.1 14.3
METAL-02 5.0 23.8 11.1
METAL-03 4.9 23.3 10.6
Average 54 26.4 12.0

bles are not good compared to the averages of all par-
ticipants in Task D, but some queries indicated good
retrieval effectiveness where the “etc.” cluster did not
rank first. METAL-01 showed the best results among
the three submitted runs, which implies that the use
of DF as GI, and the LI threshold of zero were both
appropriate.

However, these evaluation measures used in the dry
run become largest when singleton clusters of the same
number of given documents are created: such extreme
clustering is possible because the number of created
clusters is not restricted. Therefore, we tried to eval-
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Figure 4. LI threshold vs. P@20 (rigid).

uate clustering by considering the number of created
clusters [7, 8].

4.3 Tuning to formal run

Taking the dry run results into consideration, OC-
MULGEE was tuned to categorize as few relevant
documents as possible into the “etc.” cluster by not
restricting the number of created clusters. In addi-
tion, we introduced the following modifications to OC-
MULGEE.

e SWLI and TESWLI, which were defined in Sec-
tion 3.3, were selected as LI based on the exper-
iments where relevance judgment data of the dry
run were used.

e Instead of KWIC described in Section 4.1, 300
characters from the heads of respective Web doc-
uments were extracted as their summaries.

We examined the relationships between LI thresh-
olds and P@20 explained in Section 4.2 to determine
appropriate LI thresholds. They are shown in Figures
4 and 5 for rigid and relaxed data, respectively, when
using TESWLI as LI. The values of P@20 became
largest when using the threshold of 0.96 in Figure 4
and 0.98 in Figure 5.

On the other hand, Table 4 shows P@20 with rigid
and relaxed relevance judgment when the LI thresh-
old of 0.96 was used with various GI measures. Based
on this experiment, SP defined in Eq. (5) was selected
as the GI for the formal run. Table 4 also gives the
clustering ratio (CR), which expresses the ratio of all
elements categorized into clusters except “etc.” to all
search results, which indicates that almost all of the
Web documents were clustered into meaningful clus-
ters.

52%
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Figure 5. LI threshold vs. P@20 (relaxed).

Table 4. Influences of Gl measures when
0.96 was used as the TESWLI threshold
(%)

DF tidf SP LP
P@20(rigid) 363 358 37.1 36.7
P@20(relaxed) 45.0 442 492 47.1
CR 96.6 96.6 96.6 96.6

4.4 Formal run

In the formal run, each participant in NTCIR-4
WEB Task D was given 47 topics derived from the
topic data of Task A. Each meta search was done using
only one query term, whereas a few query terms were
used in the dry run. We submitted four runs to the
formal run with varying parameters based on experi-
ments described in Section 4.3, which are summarized
in Table 5.

4.5 Discussion on formal run results

The NTCIR-4 organizer gave evaluation results for
11 topics among the 47 topics that were submitted.

Table 5. System description for formal
run

SystemID GI LI LI threshold
METAL-01 SP TESWLI 0.965
METAL-02 SP TESWLI 0.955
METAL-03 SP SWLI 0.915
METAL-04 SP SWLI 0.985
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Table 6. Formal run results based on rigid
relevance judgment (%)

SystemID AvePrec P@20 R@20
METAL-01 36.0 44.5 75.0
METAL-02 35.8 45.0 75.0
METAL-03 36.0 44.5 75.0
METAL-04 36.2 45.5 76.8
Average 36.0 44.9 75.4

Table 7. Formal run results based on re-
laxed relevance judgment (%)

SystemID AvePrec P@20 R@20
METAL-01 30.1 47.7 51.9
METAL-02 29.9 48.2 53.8
METAL-03 30.1 47.7 51.9
METAL-04 30.0 48.2 554
Average 30.0 48.0 53.2

Summaries of the formal run results are shown in Ta-
bles 6 and 7. They show three kinds of retrieval ef-
fectiveness: AvePrec, P@20, and R@20, as explained
in Section 4.2. All three measures with rigid rele-
vance judgment improved considerably compared to
those in Table 2: AvePrec increased more than 6 times
comparing both averages of all our submitted runs;
P@20 approximately 2.5 times; R@20 approximately
4.7 times. Those with relaxed relevance judgment also
improved compared to those in Table 3: AvePrec in-
creased approximately 5.6 times on average; P@20
approximately 1.8 times; R@20 approximately 4.4
times. In addition to the remarkable improvement
compared to the dry run results, all evaluation mea-
surements, irrespective of rigid or relaxed judgment,
were well above averages of all the participants in Task
D. Among the four runs, METAL-04 in Tables 6 and 7
achieved the highest retrieval effectiveness.
Concerning the number of generated clusters and
the ranks of documents in clusters, evaluation mea-
sures reflecting them, such as Cumulative Gain (CG),
Discounted Cumulative Gain (DCG), Modified DCG
1 (MDCG1), and Modified DCG 2 (MDCG2) were
introduced in the formal run. Tables 8 and 9 sum-
marize some resultant measurements of OCMULGEE
in rigid and relaxed judgments, respectively. All of
these cumulative gain-based measurements were also
well above the averages of all participants irrespective
of relevance judgment level. Among the four runs,
METAL-04 also gave the best results in relaxed rele-
vance judgment, but the superiority of METAL-04 be-

Table 8. Cumulative gain-based measure-
ments in the formal run (rigid)

SystemID CG DCG MDCGl MDCG2
METAL-01 8.64 333 3.18 8.15
METAL-02 873  3.28 3.12 8.16
METAL-03 8.64 3.33 3.18 8.15
METAL-04 8.82 3.30 3.11 8.16
Average 870  3.31 3.15 8.15

Table 9. Cumulative gain-based measure-
ments in the formal run (relaxed)

SystemID CG DCG MDCGl MDCG2
METAL-01 9.18  3.65 3.54 8.80
METAL-02 936 3.72 3.58 8.88
METAL-03 9.18 3.65 3.54 8.80
METAL-04 945 3.76 3.60 8.90
Average 9.30 3.70 3.57 8.84

came slightly smaller in rigid judgment.

5 Conclusions

This paper presented an overlapping and dynamic
clustering method for a Japanese meta search engine.
We reported results of applying it to NTCIR-4 WEB
Task D. The salient feature of OCMULGEE is that
cluster labels are first created according to the global
importance of feature terms. Then each search result
is assigned to clusters based on the local importance
of the terms. OCMULGEE can control the quality of
generated clusters by varying the thresholds of local
importance.

Formal run results indicated that OCMULGEE
achieved not only better retrieval effectiveness, but
also better cumulative gain-based measurements than
the averages of all participants in Task D. In terms of
future work, we intend to use some thesauri to handle
synonyms properly.
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