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Abstract

The Web is a large collection of heterogeneous
pages. Web documents are not always descriptive and
accurate in content. In addition, a significant differ-
ence between the problems of Web search and tradi-
tional text search is the availability of hyperlinks be-
tween pages. A page on the Web might possibly be
cited by or cite other pages. When evaluating a page,
the neighborhood of the page might be a part of the
input. In this paper, in addition to the explicit infor-
mation unit (page content), a new information unit, a
virtual document, is introduced in our systems, which
is mainly organized by the associated anchor-text of
in-bounds links to a page and also its title data. We an-
alyzed the utility of virtual document for Web search-
ing. Three searching function based on virtual docu-
ment are proposed in our study:

• We propose a way to weight query terms through
term entropy in the virtual document collection
space.

• Ranking algorithms are configured to index vir-
tual documents as separate queryable data and
our system considers it an important indicator of
page relevance in addition to the relevance score
of practical Web documents.

• Our system implements a modified version of link
analysis which employs literal matching between
information units of the NTCIR-4 Web data.

The experiment results show: Our Web searching sys-
tem that uses our proposed ranking function works
well. The new information units, virtual documents,
play an important role in improving information re-
trieval results. Query term weighting using term en-
tropy on virtual document space is effective in improv-
ing searching results. The combination of evidence
from actual documents and virtual documents can
improve searching results beyond either information
source alone. The Query-independent score, which is
calculated by our proposed link analysis model, could
also obtain modest improvements through our tenta-
tive re-ranking methods.

Keywords: PageRank, Information Retrieval (IR),
Virtual document (VD), Strong Connected Core (SCC)

1 Introduction

There is growing frustration with traditional IR sys-
tems applied to Web data due to the particular char-
acteristics of Web resources. IR systems work with
finite document collections, and the worth of a docu-
ment with regard to a query is critical for the docu-
ment. Non-Web documents are self-contained units,
and are generally descriptive and clear regarding their
contents. In contrast, because the Web is a large col-
lection of heterogeneous pages, Web documents are
not always descriptive or clear regarding their con-
tents. In addition, one significant difference between
the problems of Web search and traditional text search
is the availability of hyperlinks between Web pages.
A page on the Web might possibly be cited by or cite
other pages. When evaluating a Web page, the explicit
textual content on the page itself might not be enough
to reflect the on-topic information, and the neighbor-
hood of the page might be a part of the input.

Hyperlinks are being actively used to improve Web
search engine ranking. A hyperlink has two compo-
nents: the destination page, and the associated anchor-
text describing the link. The personal nature of the
anchor text allows for connecting words to destination
pages. Anchor-text has been utilized by commercial
search engines, such as Google and Altavista, to im-
prove Web search. In addition to the anchor descrip-
tion of the hyperlink, the title tag is also important
from the search engine perspective, as it not only com-
municates the theme of the web page to the human vis-
itors, but is also considered very important by search
engine crawlers [3]. Therefore, to explore the value of
this kind of information to the Web searching task of
NTCIR-4, in addition to the explicit information unit
(page content), a new information unit, a virtual doc-
ument for a page, is introduced in our system, which
is mainly organized by textual information from both
anchor and title. This work attempts to utilize the vir-
tual document to improve information retrieval results
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in three ways.

First, in the Web convention, a user tends to sub-
mit a very short query, and the terms in the query
are seldom repeated. Query-term weighting scheme
is important for Web IR system. How can we distin-
guish the importance of query terms having the same
frequency? The unique information resources of the
virtual document allow it to share the characteristics
of both anchor and title. Recent study [7][12] exam-
ined several aspects of anchor-text (e.g., its relation-
ship to title, the frequency of queries that can be sat-
isfied by anchor-text alone, and translating queries us-
ing anchor-text mining). They showed evidence that
anchor-text summaries, on a statistical basis at least,
look very much like real user queries. Similarly, ob-
servations on the relationship between the title data
and queries were reported by Jin, Haupmann, and Zhai
[9]. They pointed out that document titles bear a close
resemblance to queries as well. Therefore, a virtual
document collection provides a kind of simulated in-
formation space for analyzing user query data. In this
paper, we propose using the term entropy in VD space
to distinguish the importance of query terms.

Second, the ranking algorithms used in our experi-
ment are configured to index virtual documents as sep-
arate queryable data, and our system considers this an
indicator of page relevance in addition to the relevance
score of existing Web documents.

Finally, we are interested in investigating the effec-
tiveness of link analysis to improve search results. The
PageRank algorithm [1] used in the Google search en-
gine plays an important role in enhancing the quality
of its results by employing the explicit hyperlink struc-
ture. Note that the PageRank model is only based on
the hyperlink structure without considering the textual
information that is carried by the link between con-
nected pages, the transition probability from a given
page to its outgoing links is weighted equally. The
transition probability might become more accurate if
we consider some practical aspects of human search
behavior. During a user’s surfing procedure, the infor-
mation obtained through reading a page and the literal
information of outgoing links will help the user weight
those options because the search might provide a lit-
eral match between the words in the user’s mind and
the words on the page. We might as well regard the
virtual document as one kind of information resource
for a user’s idea of Web page due to the particular char-
acteristic of anchor and title data in VD. Therefore, we
propose a literal matching biased-link analysis model.
A virtual document is used to model a user’s idea of
Web pages, and literal matching is used to measure
the transition likelihood of those outgoing links in a
page. Our intuition is that inbound links from pages
with a similar theme to a page have a larger influence
on its page rank value than links from unrelated pages.
An experiment using a query-independent score calcu-

lated by our proposed link model for improving Web
searching results was also performed.

The experimental results show that our Web search-
ing system using our proposed ranking function works
well. The new information units, virtual documents,
play an important role in improving information re-
trieval results. Query-term weighting using term en-
tropy in virtual document space is effective for im-
proving search results. The combination of evidence
from actual documents and virtual documents can
improve search results better than either information
source alone. The query-independent score, calculated
by our proposed link analysis model, could also ob-
tain modest improvements through our proposed re-
ranking procedures.

This paper is organized as follows: in Section 2,
we describe our system and architecture in detail. In
Section 3, we provide statistical information about the
Web data processed by our system, experiment results
and analysis. Lastly, we offer our conclusions and
point out our future plans in Section 4.

2 Architecture and system description

Three kinds of data resources in the NTCIR-4 Web
corpus [6] are used in our system. One is html page
collection with EUC encoding. Another is the ”lin-
klist” file containing linked-pair lists from the Web
corpus, which are designed to emulate a snapshot of
real search engine circumstances. And the third is
the ”Doclist” file that provides the mapping table from
URL to doc-name. At the beginning of the preprocess-
ing, a DOM tree-based parsing scheme was adopted
for extracting the textual data from Web pages. Then
the morphological analyzer, Chasen [14], was used for
obtaining segmented terms from Japanese Web pages.
To reduce the size of the dictionary of Web corpus and
index file size, only segmented words that belong to
noun groups were considered, and words in the Web
corpus are case-insensitive. The architecture of our
system is shown in Fig. 1. Below we introduce the
important modules in our system.

2.1 Document generator

One of the distinguished features of our system is
the virtual document generator. What is a virtual doc-
ument? There are a number of ways to define VD. It is
dependent on information processing tasks. The con-
cept of the virtual document was introduced by Glover
et al. [8], and they used VD for a Web pages classi-
fying and describing task. In our approach, the virtual
document of a given page, which is comprised of the
expanded anchor-text from pages that point to the page
and the title words on the page itself, acts as a separate
information unit for Web searching. The definition is
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Figure 1. Implementation architecture

as follows.

AnchorText (i, j) : set of terms that appear in
and around the anchor of the link from page i to j.
T itleText (j) : set of terms that appear in
the title tag of page j.
V D (j) : set of terms in the virtual document j.
V D (j) =

⋃
i

(AnchorText (i, j)) ∪ TitleText (j)

This solid building method relates three steps: First,
we create the link text table that includes the three
elements,〈URLi, URLj , DT 〉. This means that the
page withURLi to the page with theURLj contains
the description text (DT). The DT is extracted based
on Document Object Model (DOM)[3] tree structure.
The left and right sibling nodes with the text proper-
ties of the anchor tag ”a” node, and all text informa-
tion contained in the closed anchor tag is extracted as
the description data. Considering the case that a sib-
ling node with text properties around the anchor tag
node may be over several lines, and may deviate from
the main author’s intent due to the poor page struc-
ture, only the text information around the anchor tag
within one phrase is kept for description data of an an-
chor link in our experiment. Next, we also extract text
information from the title tag. Lastly, a virtual docu-
ment of theURLj is organized by integrating textual
information from all associated description texts of its
inbound hyperlinks and its own title text.

2.1.1 Characteristics of Virtual Document

The specific information resources of VD for a page
give it a number of significant advantages for Web

searching:

• The size of a virtual document collection is much
smaller than that of total documents collection
data. Thus, processing it is much faster than pro-
cessing the total document data.

• The virtual document provides a summarization
of the target document within the context of the
source document, and the process of creating a
virtual document for a page might be a good ap-
proximation of the type of summarization sought
by the user of the search system in most queries.

• The virtual document of a page that aggregates
a large amount of anchor-text information point-
ing to it tends to have higher in-degree (number
of links pointing to it) and higher ranks based
on link analysis. Thus, this collective wisdom
of what the page contains could help refine Web
search results.

• It is well known that the general similarity met-
ric may fail to capture the correct relationship be-
tween two connected pages due to the heteroge-
neous characteristics of unstructured Web pages.
Yet, our intuition about VD space tells us that the
VD information resources are somewhat homo-
geneous.

2.1.2 Functionality of Virtual Document

Base on the characteristics of the VD mentioned
above, the functionalities of using the VD in our sys-
tem are as follows:

• VD is a separate information unit in addition to
the actual page content. It allows one to set up
different weighting from the actual document text
information and to investigate whether VD-based
searching can improve information retrieval re-
sults.

• VD collection is a way of approximating col-
lected queries information. It is used to determine
the importance of terms in a query.

• VD is a type of a representative summarization
of Web pages. In our proposed literal matching
biased-link analysis, it is used to model user’s
views of a page to decide the transition proba-
bility.

The actual functions using VD are described in
”Ranker” section 2.2.

As for the actual document (AD) is extracted based
on the actual textual information in the DOM tree of
Web pages, denoted by:

AD (j) : set of terms in actual document of page j.
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2.2 Ranker

2.2.1 Baseline Ranking Function

According to some reports about Web Information Re-
trieval, the Okapi model has proven to be efficient for
content-based Web searching. Accordingly, we used
Okapi’s BM25 [4] as our baseline for comparison. The
equation used in our system may be stated:

RS (Q, d) =

∑
w∈Q

tf

(tf+0.5+ 1.5×dl
ave dl )

×
log2

(
0.5+N/df

)

log2(1+log2(N))

RS (Q, d) : represent the relevance
score between query ”Q” and page ”d”

2.2.2 Query Term Importance Based Ranking
Function (QTIBRF)

In a general information retrieval system, especially
for a long topic, query term frequency is used to in-
dicate the terms importance for the relevance rank-
ing function. However, in actual Web searching, the
input information of user usually tends to be short
and terms used are seldom repeated. Query-term fre-
quency based ranking function may fail to capture the
main purpose of user’s request. For example, for the
query ”google, pagerank”, ”PageRank” should be the
term that reflects the main purpose of a user request.
How can reasonable term weighting for each query
term be set up? Considering the characteristics of VD
collection, entropy based term weighting [10] is used
in our system. First, the entropy of a term in a query is
calculated by the following equation:

V DTF (w, j) = # {w|w ∈ V D (j)}
V DDF (w) = # {j|w ∈ V D (j)}
P (w, j) = V DTF (w,j)

N∑
k=1

V DTF (w,k)

V DEtropy (w) = −
N∑

j=1

p (w, j) logN P (w, j)

where :
N : number of virtual documents in collection
usingN as the base of log function for normalization.

Then, each term in a query is weighted by the quo-
tient obtained by dividing the entropy value summa-
tion of all terms in the query by the entropy value of
the term itself, denoted by the equation:QTW (w) =∑
w∈Q

V DEtropy(w)

V DEtropy(w) . The lower the term entropy is,
the greater its importance when compared with other
terms in the query. The calculated term weighting,
which is regarded as the query term importance fac-
tor, is integrated into the Okapi ranking function. The
augmented Okapi Model is:

QTIBRF (Q, d) =
∑

w∈Q

QTW (w)×

 tf

tf+0.5+1.5×dl/ave dl
×

log2

(
0.5+N/df

)

log2(1.0+log2 N)




2.2.3 Score Merge Ranking Function (SMRF)

In our system, for a given Web page P, there are two
kinds of representation units, a virtual documentV DP

and a actual documentADP . It is natural to consider
merging the ranking score of the two searching pro-
cesses performed on both the virtual document collec-
tion and the actual document collection, respectively.
A simple linear merging scheme was adopted as fol-
lows:

P = {V DP , ADp}
SMRF (Q,P )
= QTIBRF (Q,V Dp) + α×QTIBRF (Q,ADp)

2.2.4 Literal Matching Biased-Link Analysis

A link analysis that makes use of the hyperlink struc-
ture for ranking Web resources is an important Web
searching function. The two best-known algorithms
that perform link analysis are HITS [11] and PageR-
ank [1]. The latter, used in Google, has proven its ef-
ficiency in practical World Wide Web searching. In
our system, the literal matching biased link analysis
(LMBLA) module has the same purpose of bringing
order to the Web through query-independent ranking
as does Google’s PageRank but uses a different calcu-
lation mechanism. We concentrate on investigating a
way to take the textual information of Web pages into
account for link analysis. Hyperlinks in a page might
serve different roles. We divide the hyperlinks in a
page into two types, informative link, termed as Infor-
Link, and referential link, termed as referLink. We are
interested in the links with literal matching between
pages, because the purpose of such kind of links is to
point to similar, more detailed, or additional informa-
tion. As for the referential links, they are the links
in a page that have no literal matching with its target.
We aim at assigning link weights through the literal
information between a page’s contents and the virtual
document contents of its target pages. The calculation
mechanism is defined as: given a pageP and its out-
going setsS = {s1, s2, · · · , sm} , transition odds from
p to sk are determined by:

TranOdds (p → sk)
= SIM IR (V Dsk

, p)
+SIM JACCARD (V Dsk

, V Dp)
where :

SIM IR (V Dsk
, p) = OKAPI BM25

SIM JACCARD (V Dsk
, V Dp) = |V Dsk

∩V Dp|
|V Dsk

∪V Dp|
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Based on the calculated values that indicate transi-
tion likelihood for all possible connections on a page,
we can assign a transition probability to the page and
regard it as the link weight in the Markov chain. We
then use the same processing procedure as the original
PageRank to calculate the principle eigen-vector of the
transition matrix. The link allocation method is shown
in the following Equations. Parameterγ is used for
adjusting the probability that the surfer tends to fol-
low those links with literal matching information. In
this paper, the optional value ofγ will be determined
from the experiment results. The calculating equation
is shown as follows:

LMBLA (j) =
(1− λ) 1/N + λ

∑
i∈Bj

LMBLA (i) prob (i → j)

B (i) : set of pages which link to page i;

prob (i → j) =





γ×TranOdds(i→j)∑
k∈InforLink(i)

TranOdds(i→k)

(1−γ)
#referLink(i)

where :
γ represent the probability that transition
follows informativelink.
InforLink (i) = {j|LinkType (i → j) = 1}
referLink (i) = {j|LinkType (i → j) = 0}
LinkType (i → j) =

{
1, if : A ∧B ∧ C
0, otherwise{

A : V D (j) 6= ∅; B: Page(i) 6= ∅;
C : {w|w ∈ (V D (j) ∩ Page (i))} 6= ∅

2.2.5 Rank Adjuster

Rank adjuster is performed on the top 1000 return re-
sults which are obtained through the relevance-ranking
function, and the adjustment is based on the query-
independent score computed by our proposed link
analysis model. Two kinds of rank-adjusting schemes
are implemented in our model. The first is based on a
simple linear score combination, denoted as RA1:

For a given query Q and return doc. sets R :
RA1 (Q, Pi) = SMRF (Q,Pi)

+η × log(LMBLA(Pi)×N)
log(1.89)

where : Pi ∈ R

In the RA1, the influence of the query-independent
score on final page rank score is processed according
to the in-degree distribution of NTCIR-4 Web pages,
which follows the power law distribution [2] and the
power value is 1.89.

In the rank adjuster model 2, termed as RA2, the
relevance score obtained by SMRF is smoothed by the
rank of both the query-dependent sequence and the
query-independent sequence. There are two rank lists,
one sorted by SMRF scores and the other sorted by
LMBLA scores. We assume that the higher the sum-
mation of the two rank values of a page is, the lower
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Figure 2. Comparison results of rele-
vance ranking using term entropy, IDF
and baseline for searching on AD only
and VD only. The upper is for topic "title"
using "Survey" type. The bottom is for
topic "title" using "Target" type.

the score assigned to that page. The greater the differ-
ence is between the two ranks of a page, the smaller
the adjustment made on the page relevance score. The
calculation equation of RA2 is as follows:

For a given query Q and return doc sets R:
τ1 : document in R sort by SMRF score
τ2 : document in R sort by LMBLA score
τk (i) : rank of i in τk

RA2 (Pi, Q) = SMRF (Pi, Q)
−η × τ1(Pi)+τ2(Pi)

|τ1(Pi)−τ2(Pi)+1|
where : Pi ∈ R

3 Experiment results and analysis

Our experiments are conducted for an Information
Retrieval Task [5], which refers to ”Survey Retrieval
Task” and ”Target Retrieval Task”. Two kinds of user
models are employed for evaluations: user model U1,
where a user attempts to comprehensively find docu-
ments relevant to his/her information needs, and user
model U2, where the user requires just one or only a
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Figure 4. Comparison of precision ob-
tained by SMRF under different α

few relevant documents. Corresponding to these two
user models, two kinds of relevant judgment files are
provided by task organizers. One is termed the ”Sur-
vey” type where 35 queries with 5,674 correct answers
(relevant to a particular query) are included and the
other is denoted as the ”Target” type, where 80 queries
with 9,244 correct answers are contained. According
to the organizer description on user models, in our ex-
perimental system, for the ”Survey” type, the 11 ppt.
average precision is adopted to measure IR efficiency,
while for the ”Target” type, precision of the top re-
turned documents is used as the evaluation metric. As
for the query data, the ”Title” in a topic is used in this
paper because it is similar to the query terms used in
real Web search engines.

3.1 Experiment Using QTIBRF

To investigate the effectiveness of the proposed
ranking function using the term entropy in VD space,
in addition to the baseline experiment without query-
term importance consideration, the ranking function
using query-term weighting by its inverse document
frequency (IDF) [13] in VD space is performed as

well. IDF is usually applied to represent the ability
of a term to be discriminated in a set of documents.
The weighting method is denoted as:QTW (w) =
V DIDF () = log N

V DDF (w) . The comparison results
for topic ”title” using ”Survey” type and ”Target” type
evaluation are both plotted in Fig. 2. It shows that the
term entropy based ranking function achieves the best
results when searching AD and VD collection respec-
tively. Considering the characteristics of IDF-based
weighting, the underlying assumption is that a term
is uniformly distributed among pages, while entropy-
based weighting will take this into account. For the
VD of a given page, this contains the anchor text of its
inbound links, and each of its inbound links carries the
same description data as the others. Such web conven-
tions give a particular term in a virtual document high
term frequency. Therefore, benefiting from the con-
sideration of term distribution in VD space, the weight
of a term attained from its entropy value is more repre-
sentative for the importance of a term than from IDF.
What is more, we note that searching the AD space us-
ing QTIBRF did not add improvements in precision at
the top 20 return documents based on the ”Target” type
evaluation. This indicates that the QTIBRF model is
more adaptable for improving the results of searching
on VD space.

3.2 Experiment Using SMRF

We continue to investigate whether the combination
of the two scores obtained through the QTIBRF model
for both VD and AD collection can provide more im-
provement than any single method of searching. From
another standpoint, we are trying to determine whether
the new information unit, VD, can boost the precision
of normal full-text searching. Comparison tests were
done and the results for both the ”Survey” type and the
”Target” type are shown in Fig. 5. For the ”Survey”
type evaluation, the comparisons of precision at each
recall level are plotted in Fig. 3. This shows that the
distinct improvements obtained through the combined
scores came out at recall to be less than 0.3 and there
are no clear differences at higher recall level. Such
phenomena can show that VD-based searching could
not find more relevant pages at a recall over 0.3 (pre-
cision near 0). Similarly, the contribution from im-
proving the merging score is much smaller or noth-
ing. Experiments to analyze the most suitable parame-
ter used in our merging function were also performed.
The results plotted in Fig. 4 show that the SMRF
model, using a suitable parameter from 0.05 to 0.25
can obtain greater precision than QTIBRF performed
on AD alone. Such wide range of suitable parameters
indicates that our merging scheme is robust, and that
searching using our introduced VD space could help
boost searching precision in actual Web page collec-
tion. Through our reviews of experimental results, the
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“Title”, “Survey” type “Title”, “Target” type Coll.
Space

Model
11 ppt Ave precision P@5 P@10 P@20 

AD Baseline 0.1739 0.5010 0.4487 0.3931 

VD Baseline 0.049 0.3200 0.2738 0.2206 

AD QTIBRF 0.1753 0.5100 0.4550 0.3850 

VD QTIBRF 0.0551 0.3300 0.2850 0.2431 

AD+VD SMRF, 0.114 0.1826 0.5275 0.4625 0.3985 

Figure 5. Comparison results of QTIBRF and SMRF

Topic “title”, “Target” type 
Model

P@5 P@10 P@20 

SMRF ( 0.114 ) 0.5275 0.4625 0.3985 

=0.01 0.5125 0.4637 0.3950 

=0.02 0.5075 0.4625 0.3956 RA1

=0.001 0.5150 0.4625 0.3950 

=0.01 0.5150 0.4637 0.3975 

=0.02 0.5150 0.4650 0.3994 

=0.03 0.5150 0.4685 0.3996 
RA2

=0.04 0.5125 0.4662 0.3994 

Figure 6. Results of comparison between SMRF and re-rank using LMBLA
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case of a parameter equal to 0.114 generates the high-
est efficiency. Therefore, we chose it for our compari-
son.

3.3 Experiment Using LMBLA

First of all, we would like to present our experi-
ment for evaluating the effectiveness of our proposed
link analysis model. The simple direct comparison
was performed based on rank value of the right answer
(relevant files) in the result sets between PageRank and
our approach. Among the 294 relevant documents of

the 35 random selected queries from the ”Target” type
relevant judgment file, we got 182 ”WIN”, 97 ”FAIL”
and 15 ”EQUAL”. The rough metric is defined as:

R : return document sets for a given query
τ2 : document in R sort by LMBLA score
τ3 : document in R sort by original PageRank score
τk (i) : rank of i in τk



WIN : τ3 (i) > τ2 (i)
FAIL : τ3 (i) < τ2 (i)
EQUAL : τ3 (i) = τ2 (i)

, i ∈ R

To observe the difference in degree clearly, the
plot is based on the summation of rank difference,
τ3(i)−τ2(i), of right answers for each query as shown
in Fig. 7. It shows clearly that the rank value based
on LMBLA is less than that of the original PageR-
ank in most cases. Therefore, our proposed model will
possibly works better than the original PageRank for
NTCIR-4 Web data.

PageRank is well used to adjust the top rank se-
quence as a kind of query-independent evidence [15].
For the same reason, our system uses the LMBLA
score as a kind of query-independent evidence. Evalu-
ating the usefulness of query-independent evidence in
boosting search results is complicated by the need to
combine the query-independent score with the query-
dependent score. There is a risk that a spurious neg-
ative conclusion could result from a poor choice of
combining functions. In this paper, two kinds of tenta-
tive adjustment experiments are performed. Our aim is
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to gauge the possibility of improvements in searching
results using our proposed link analysis model for NT-
CIR Web data. Because rank adjustment is performed
on the top 1,000 return sets to boost the precision of
search results, the precision at the top 5, 10 and 20
documents using the ”Target” type is used for the eval-
uation. The experimental results using two re-ranking
methods based on several parameters are shown in Fig.
6. Although there are no clear improvements from us-
ing RA1, we obtain modest improvements using the
RA2. The slight improvements and small suitable pa-
rameter indicate that the query-dependent relevance
score is much more important than query-independent
evidence for final search results of the Information Re-
trieval Task. Such indications are consistent with the
presentation of Information Retrieval task from the
overview of Task organizer [5]. They presented that
the Information Retrieval Task is similar to traditional
ad-hoc retrieval at the point of focusing on the topi-
cal relevance. Because our proposed LMBLA model
shows its advantage over original PageRank, it is rea-
sonable for us to expect that the LMBLA might pos-
sibly do a good job for ”Navigational Retrieval Task”,
another Sub-Task in NTCIR-4 Web. What is more,
from our re-ranking experimental results, it indicates
that the rank information of both lists (document lists
sorted by relevance score and link analysis score re-
spectively) might be a useful factor for rank adjusting
scheme.

4 Conclusions

In this paper, a new information unit, the VD, pro-
vides an important information resource for our pro-
posed ranking functions, and ranking functions using
VD in addition to AD work well in our Web searching
system for NTCIR-4 Web Information Retrieval Task.
We conclude that: query-term weighting using term
entropy on VD space is effective for improving search
results. The combination of evidence from both actual
and virtual documents can improve search results be-
yond the use of either information source alone. As
for our proposed LMBLA model, although only mod-
est improvements were obtained through re-ranking
experiments, it shows advantages over the original
PageRank and we are currently experimenting with it
to perform retrieval, which will hopefully yield much
greater effectiveness in the future.
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