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Abstract

We present our unified approach to question an-
swering in different languages and describe our ex-
periments on the Japanese language NTCIR-3 Ques-
tion Answering Challenge (QAC-1) tasks 1 and 2. The
model we use for Japanese language question answer-
ing (QA) is identical to the one we have applied suc-
cessfully on the English language TREC QA tasks,
based on a novel statistical, non-linguistic and data-
driven approach to question answering. Using this
method on the formal run of QAC-1 we obtain an MRR
of 0.340 on task 1 and an average F-score of 0.159.
The top1 accuracy of 26.5% compares very well with
results obtained using an identical approach on the
TREC evaluations.

Keywords: NTCIR, Question Answering,
Japanese, English, Data-driven, Non-linguistic.

1 Introduction
In this paper we present our unified approach to

question answering in different languages and describe
our experiments on the Japanese language NTCIR-3
Question Answering Challenge (QAC-1) tasks 1 and
2. The model we use for Japanese language ques-
tion answering (QA) is identical to the one we have
applied successfully to English language QA on the
TREC tasks [10]. Our QA system is based on a statis-
tical, non-linguistic, data-driven approach to question
answering, which uses the N -gram statistics from a
large collection of example questions with correspond-
ing answers (q-and-a) and large amounts of text data in
which to find an answer. In contrast to other contem-
porary approaches to QA our English language system
does not use WordNet [4, 6], named-entity (NE) ex-
traction, or any other linguistic information e.g. from
semantic analysis [4] or from question parsing [4, 5, 6]
and uses capitalised word tokens as the only features
for modelling. For our Japanese system, although we
currently use Chasen to segment Japanese character
sequences into units that resemble words, we make no

use of any morphological information as used for ex-
ample in [1, 7], we do not use NE-tagging as in [1]
and we do not do any form of linguistic analysis of the
question or of the data in which answers are sought [8].
Constructing QA systems from q-and-a data has al-
ready been proposed in [11] where a part-of-speech
tagger is used to cluster questions. Our approach, how-
ever, uses only the word tokens in the question and
answer strings during training and testing.

We show that with suitable training data, our ap-
proach can be applied effectively to two very differ-
ent languages: Japanese and English. Moreover, each
system achieves performance that is competitive with
many contemporary systems though still somewhat
worse than the best systems.

In Section 2 we give the highlights of our statisti-
cal classification approach to QA which is described
more completely in [10]. In Section 3 we describe the
experimental setup and present the results obtained on
NTCIR-3 QAC-1 tasks 1 and 2. In Section 4 we dis-
cuss the results and conclude in Section 5.

2 QA as statistical classification
The answer to a question depends primarily on the

question itself but also on many other factors such as
the person asking the question, the location of the per-
son, what questions the person has asked before, and
so on. Although such factors are clearly relevant in a
real-world scenario they are difficult to model and also
to test in an off-line mode, for example, in the context
of the NTCIR and TREC evaluations. We therefore
choose to consider only the dependence of an answer
A on the question Q, where each is considered to be
a string of lA words A = a1, . . . , alA and lQ words
Q = q1, . . . , qlQ , respectively. In particular, we hy-
pothesize that the answer A depends on two sets of
features W = W(Q) and X = X (Q) as follows:

P (A | Q) = P (A | W, X), (1)

where W = w1, . . . , wlW can be thought of as a set
of lW features describing the “question-type” part of
Q such as

�
(who), ��� (when), ��� (where), ���
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(which), etc. and X = x1, . . . , xlX is a set of lX

features comprising the “information-bearing” part of
Q i.e. what the question is actually about and what it
refers to. For example, in the questions, 
������������ ������������ !��"�#%$ (Where was Tom Cruise
married?) and 
&�'(���)� ��� �%�*���+�� )�,"%#�$
(When was Tom Cruise married?) the information-
bearing component is identical in both cases whereas
the question-type component is different.

Finding the best answer Â involves a search over all
A for the one which maximizes the probability of the
above model:

Â = arg max
A

P (A | W, X). (2)

This is guaranteed to give us the optimal answer in
a maximum likelihood sense if the probability distri-
bution is the correct one. Making various conditional
independence assumptions as described in [10] to sim-
plify modelling, we obtain the final optimisation crite-
rion:

argmax
A

P (A | X)
︸ ︷︷ ︸

retrieval
model

· P (W | A)
︸ ︷︷ ︸

filter

model

. (3)

The P (A | X) model is essentially a language
model which models the probability of an answer se-
quence A given a set of information-bearing features
X . It models the proximity of A to features in X . We
call this model the retrieval model and examine it fur-
ther in Section 2.1.

The P (W | A) model matches an answer A with
features in the question-type set W . Roughly speak-
ing this model relates ways of asking a question with
classes of valid answers. For example, it associates
dates, or days of the week with when-type questions.
In general, there are many valid and equiprobable A
for a given W so this component can only re-rank
candidate answers retrieved by the retrieval model. If
the filter model were perfect and the retrieval model
were to assign the correct answer a higher probability
than any other answers of the same type the correct
answer should always be ranked first. Conversely, if
an incorrect answer, in the same class of answers as
the correct answer, is assigned a higher probability by
the retrieval model we cannot recover from this error.
Consequently, we call it the filter model and examine
it further in Section 2.2.

2.1 Retrieval model

The retrieval model essentially models the proxim-
ity of A to features in X . Since A = a1, . . . , alA we
are actually modelling the distribution of multi-word
sequences. This should be borne in mind in the fol-
lowing discussion whenever A is used. As mentioned
above, we currently use a deterministic information-
feature mapping function X = X (Q). This mapping

only generates word m-tuples (m = 1, 2, . . .) from
single words in Q that are not present in an empiri-
cally built stop-list of around 50 high-frequency words
for English and around 75 high-frequency words for
Japanese. In principle the function could of course ex-
tract deeper linguistic features but we leave this for
future work.

We first assume that a corpus of text data S is avail-
able for searching for answers comprising |S| sen-
tences S1, . . . , S|S| and a set U of |U | documents
and a vocabulary V of |V | unique words. We use
the notation Xi to define an active set of the fea-
tures x1, . . . , xlX such that Xi = x1 · δ(d1), x2 ·
δ(d2), . . . , xlX · δ(dlX ) where δ(·) is a discrete indi-
cator function which equals 1 if its argument evaluates
true (i.e. its argument(s) are equal, is not an empty set,
or is a positive number) and 0 if false (i.e. its argu-
ment(s) are not equal, is an empty set, is 0 or is a neg-
ative number) and ~d = [d1, . . . , dlX ] is the solution to
i =

∑lX
j=1 2j−1dj .

The probability P (A | X) is modeled as a linear
interpolation of the 2lX distributions:

P (A | X) =

2lX
∑

i=1

λXi
· P (A | Xi), (4)

where λXi
= 1/2lX for all i and P (A | Xi) is the

conditional probability of A given the feature set Xi

and is computed as the maximum likelihood estimate
from the corpus S.

2.2 Filter model

A set of |VW | single-word features is extracted
based on frequency of occurrence in question data.
Some examples include: �.-�/ (How much), ��0
(Which), �1� 	 (Which), 2 (What) etc. The question-
type mapping function W(Q) extracts n-tuples (n =
1, 2, . . .) of question-type features from the question
Q, such as �435-�/6� (How many) and ���7 8�
(Until when).

Modelling the complex relationship between W
and A directly is non-trivial. We therefore introduce
an intermediate variable representing classes of exam-
ple q-and-a, ce for e = 1 . . . |CE | drawn from the set
CE , and to facilitate modelling we say that W is con-
ditionally independent of A given ce as follows:

P (W | A) =

|CE|
∑

e=1

P (W | ce) · P (ce | A). (5)

Given a set E of example q-and-a tj for j = 1 . . . |E|

where tj = (qj
1, . . . , q

j
l
Qj

, aj
1, . . . , a

j
l
Aj

) we define a
mapping function f : E → CE by f(tj) = e. Each
class ce = (we

1, . . . , w
e
lW e

, ae
1, . . . , a

e
lAe

) is then ob-

tained by ce =
⋃

j:f(tj)=e

W(tj)
l
Aj⋃

i=1

aj
i .
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Assuming conditional independence of the answer
words in class ce given A and making the modelling
assumption that the jth answer word ae

j in the example
class ce is dependent only on the jth answer word in
A we obtain:

P (W | A) =

|CE|
∑

e=1

P (W | ce) ·

lAe
∏

j=1

P (ae
j | aj)

=

|CE |
∑

e=1

P (W | ce)

lAe
∏

j=1

|CA|
∑

a=1

P (ae
j | ca)P (ca | aj),

(6)

where ca is a concrete class in the set of |CA| answer
classes CA, and assuming ae

j is conditionally indepen-
dent of aj given ca. The system using the above for-
mulation of filter model given by Equation (6) is re-
ferred to as model ONE.

3 Experimental work

As mentioned earlier our system relies on some no-
tion of words as the modelling units. We therefore use
Chasen 2.3.3 associated with the IPADIC 2.7.0 dictio-
nary for all question segmentation (both training, de-
velopment and evaluation questions), answer segmen-
tation and data segmentation. The morphological anal-
ysis output by Chasen with information such as part-
of-speech, NE-tags etc. is not used in any way.

For training the filter model we use |CE | = 268531
example q-and-a from the 5TAKU quiz data [9] where
a question is posed together with 5 candidate an-
swers such as: 9;:�<>=+38?A@�3�B!C �>D 0 / EFHGJI

, K!L'MHN , KHL!M'O , K!LHP'Q , K!L!M)R .
Here, each class contains one unique example q-and-a.
We remove any questions which overlap character-for-
character with questions in the QAC-1 additional and
formal runs. A set of |VW | = 125 single-word fea-
tures is extracted from the most frequently occurring
words in questions in the 5TAKU quiz data. The most
frequent |VCA

| = 215000 words from the Mainichi
Newspaper (1998-1999) corpus were used to obtain
CA for |CA| = 5000 clusters.

3.1 Data sources

We use two different corpora as the source for lo-
cating answers to questions: (1) the Mainichi Shim-
bun (1998-1999) newspaper corpus (mai) that was
the official source for the NTCIR-3 QAC-1 task; and
(2) the NTCIR-3 WEB snapshot crawled in 2001
(www). For one set of experiments we also consider
a combination of both the newspaper and web data
(mai+www). Documents are retrieved using akechi-
2.0.1b [2]. For each question and each data source,
|U | = 1, 5, 10, 50, 100, 500, 1000, 5000 documents

are retrieved. For mai+www we also use a combina-
tion of 5000 mai documents and 5000www documents
for each question.

3.2 Development: QAC-1 additional run

We use the 757 questions from the NTCIR-3 task1
additional run set for system development purposes.
For determining system performance for tasks 1 and
2 we use the evaluation tool [3] provided after the
NTCIR-3 QAC-1 conference. In addition we also
compute the top1 accuracy as is now common in the
NTCIR and TREC QA evaluations, however, we ig-
nore the correctness of supporting documents in deter-
mining answer correctness.
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Figure 1. System accuracy vs. maximum docu-
ments used for NTCIR-3 QAC-1 additional and for-
mal runs on 2 different data sources.

In Figure 1 the solid lines show the accuracy on
the 757 additional run questions against the number
of documents used for each of the two data sources. In
the top half of Table 1 we show the best performing
systems on the additional run using 5000 documents
for each of mai and www and 10000 documents for
the combined mai+www data source.

3.3 Evaluation: QAC-1 formal run
For the evaluation system we add in the 757 q-and-

a from the NTCIR-3 task1 additional run set to the
268531 examples used during development. We then
perform a final evaluation on the 200 questions from
the NTCIR-3 QAC-1 formal run which was released
before the additional run having previously ensured
there was no overlap between them. The same scor-
ing tool is used for assessing system performance.

In Figure 1 the dashed lines show the accuracy on
the 200 formal run questions against the number of
documents used for each of the two data sources. In
the bottom half of Table 1 we show the results on the
formal run obtained by the best performing systems on
the additional run (given in the top half of Table 1).
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Run Data Accuracy MRR F-score
A mai 149 (0.197) 0.260 0.131
d www 91 (0.120) 0.172 0.084
d mai+www 154 (0.203) 0.277 0.130
F mai 48 (0.240) 0.316 0.150
o www 37 (0.185) 0.237 0.106
r mai+www 53 (0.265) 0.340 0.159

Table 1. Accuracy, MRR and F-score on NTCIR-3
QAC-1 additional (Add) and formal (For) runs using
5000 mai documents and 5000 documents www and
10000 documents from mai+www.

4 Discussion
From the results in Table 1 we can see that the sys-

tem performance is quite impressive despite the sim-
plicity of our approach. While the performance is still
somewhat lower than that of the best participating sys-
tems (MRR: 0.61 and F-score: 0.36) we are some-
where in the mid-range of all participating systems.

A particularly interesting observation is that the
more data we use the better the results. While we have
still not found an optimum (performance could con-
ceivably deteriorate if too many documents are used)
it appears from Figure 1 that performance is still in-
creasing albeit at a slower rate. Moreover, using the
10000 documents from 2 different data sources gives
us our best overall result with an MRR=0.34 on task 1
and an F-score=0.159 on task 2.

These results agree very favourably with those
obtained on English in the TREC evaluations. In
TREC2005 our model ONE system using only the
supplied AQUAINT corpus achieved an official top1
accuracy of 14.3% when ignoring the need for correct
document support. Our estimated performance of the
model ONE system using web data instead was 17.7%.
These results show that our model is equally effective
for both English and Japanese language QA.

% errors in each model combination NOT
R F R&F ERR.

42.8% 21.7% 32.9% 2.6%

Table 2. Percentage of errors of total 152 in
Retrieval, Filter and Length models, and NOT actu-
ally ERRors best system on the QAC-1 formal run.

In Table 2 we give a subjective breakdown of which
model is responsible for the errors on the best formal
run. We see that the majority of errors are attributable
to the retrieval model which was also the case for the
English-language system [10] and reflects the simplic-
ity of our current retrieval model. Improved models
will therefore be investigated in the future. We also
considered that 4 errors involving correct dates but
without S were actually correct.

5 Conclusion
In this paper we have demonstrated the effective-

ness of our unified approach to question answering
on Japanese and shown that the performance is com-
parable with similar English language tasks. While
the performance still falls short of the best systems
around today, our system uses no linguistic infor-
mation whatsover (except to perform character seg-
mentation) instead relying on large quantities of real-
world training examples and large amounts of data for
searching for answers. In future we aim to comple-
ment our data-driven approach with a little more lin-
guistic awareness and extend our unified approach to
other languages.

A demonstration of the system using model ONE
supporting questions in English, Japanese, Chi-
nese, Russian and Swedish can be found online at
http://asked.jp/ .
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