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Abstract

This paper reportsthe results of our experiments per-
formed for the Query Term Expansion Subtask, a sub-
task of the WEB Task, at the Fifth NTCIR Workshop, and
the results of our further experiments. In this paper we
mainly investigated: (i) the effectiveness of query formu-
lation by composing or decomposing compound words
and phrases of the Japanese language, which is based
on a theoretical framework via Markov random fields,
but taking into account special features of the Japanese
language; and (i) the effectiveness of the combination of
phrase-based query formulation and pseudo-relevance
feedback. We showed that pseudo-relevance feedback
worked well, particularly when using query formulation
with compound words.

Keywords: Query Expansion, Term Dependence
Model, Japanese Information Retrieval

1 Introduction

Japanese text retrieval is required to handle sev-
eral types of problems specific to the Japanese lan-
guage, such as word compounds and segmentation [9].
To treat these problems, word-based indexing is typi-
caly achieved by applying a morphological anayzer,
and character-based indexing has al so been investigated.
In earlier work, Fujii and Croft compared unigram-
based and word-based indexing, and found their re-
trieval effectiveness comparable, especially when ap-
plied to text using kanji characters (i.e., Chinese char-
acters in Japanese) [9]. Following this work, many re-
searchersinvestigated more complex character-based in-
dexing methods, such as using overlapping character bi-
grams, sometimes mixed with character unigrams, for
the Japanese language as well as for Chinese or Ko-
rean. Some researchers compared thiskind of character-
based indexing with word-based indexing, and found
little difference between them in retrieval effective-
ness [10, 1, 17]. Hybrid methods that combined word-
based query formulation with character-based indexing
were also studied [9, 18, 19]; however, thefocus of these
workswas on how to improve efficiency while maintain-
ing effectivenessin retrieval.

More recently, datafusion, overlapping indexing, and
structured queries were investigated to handle the prob-
lems mentioned previously in text retrieval in Japanese
or some other Asian languages. Some researchers used
data fusion to achieve good retrieval effectiveness by

combining severa heterogeneous ranked lists produced
independently, such as by word-based and character-
based indexes, in responseto aquery [10, 23, 11]. Some
earlier studies applied overlapping indexing, and investi-
gated indexing methods based on overlapping n-grams,
as described above, while others investigated indexing
methods using both compound words and their con-
stituent words [20, 21, 24].

The structured query approach has been used to in-
clude more meaningful phrases in a proximity search
query to improve retrieval effectiveness[5, 14]. Phrase-
based queries performed effectively, especially against
large-scale and noisy text data such as typically appear
on the Web [16, 14]. This paper focuses on struc-
tured queries as another approach to the problems in
Japanese text retrieval. A few researchers investigated
this approach to retrieval for Japanese newspaper ar-
ticles [9, 17]; however, they emphasized how to for-
mulate a query using n-grams and showed they per-
formed comparably in retrieval effectiveness with the
word-based approach. We are not aware of any studies
that have applied structured queries to formulate queries
reflecting Japanese compound words or phrases appro-
priately, or to effectively retrieve web documentswritten
in Japanese.

In this paper, we use the structured query approach
using word-based units to capture compound words, as
well as more general phrases, into a query, and ex-
periment using a large-scale web document collection
mostly written in Japanese. We investigate query formu-
lation by composing or decomposing compound words
and phrases of the Japanese language, which isbased on
atheoretical framework via Markov random fields [14]
but take into account special features of the Japanese
language. We aso investigate the effects of pseudo-
relevance feedback for Japanese web documents and its
combination with phrase-based queries.

Some of our experiments were performed while par-
ticipating in the ‘Query Term Expansion Subtask’ [24]
at the Fifth NTCIR Workshop, which was conducted
from August 2004 to December 2005, as one of the sub-
tasks of the ‘WEB Task’. This paper also reports the
results of further experiments. Because we focus on
query formulation rather than retrieval models, we use
‘Indri’ as a baseline platform for our experiments. In-
dri is a scalable search engine platform that combines
language modeling and an inference network frame-
work [13, 15]. Indri supports structured queries simi-
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Table 1. Feature functions and the corre-
sponding Indri query language.

Feature Type Indri Expression
fr(gi, D) Term i
fo(dis qi+1, - Qivk, D) | Ordered Phrase | #1(qiqi+1---Gi+k)
fu(di, - q5. D) Unordered Phrase|  #uwN (¢;...q;)

larly to ‘INQUERY’ [22]. This enables our experiments
to take Japanese phrasesincluding compound wordsinto
account, for instance by formulating queries expressed
with compound words or phrases.

Therest of this paper isstructured asfollows. Section
2 briefly explains the task definition of the Query Term
Expansion Subtask. Section 3 introduces Indri [13, 15]
as the experimental platform, and the term dependence
model via Markov random fields [14], which gives a
theoretical framework to our investigation in this paper.
Section 4 describes our phrase-based query formulation,
which composes or decomposes Japanese compound
words or phrases for effective searching of alarge-scae
Japanese text collection. Section 5 shows our experi-
mental results using a training data set and a test data
set. Section 6 concludes the paper.

2 Task

The Query Term Expansion Subtask was motivated
by the question “Which terms should be added to the
original query to improve search results?” In other
words, this subtask focused on query term expan-
sion [24] as an important aspect of query expansion
techniques, but did not investigate query term reweight-
ing or query structure construction®. This subtask also
emphasized more detailed analysis of retrieval effective-
ness rather than effectiveness averaged over al the top-
ics specified by the organizers.

The Query Term Expansion Subtask used a 100-
gigabyte web document collection and 35 topics. The
document collection consisted of 11,038,720 web docu-
ments that were gathered from the .jp domain and thus
were mostly written in Japanese. This document collec-
tion, ‘NW100G-01', was the same as that used for the
NTCIR Web Retrieval Task conducted from September
2001 to October 2002 (‘NTCIR-3 WEB') [8, 7] and for
the NTCIR WEB Task conducted from March 2003 to
June 2004 (‘NTCIR-4 WEB') [6]. The 35 topics used
for the Query Term Expansion Subtask were part of the
topic set of the NTCIR-4 WEB; however, the relevance
judgments were additionally performed by extension of
the relevance judgment data of the NTCIR-4 WEB. This
means the topic set of the NTCIR-3 WEB could be used
for training the system parameters. The NTCIR-3 WEB
topic set includes 47 topics. All the topics were written
in Japanese. A topic example can be seenin [6, 24].

In the Query Term Expansion Subtask, only the title
field in each topic was used to construct the query. The
title field gives 1-3 terms that are simulated by the topic

1This paper considers these aspects, aswell.

creator to be similar to the query terms used in real Web
search engines. The definition of the title is different
from the one used by the TREC Web Track [3] or the
TREC Terabyte Track [2] in the following ways: (i) the
termsin the title field are listed in their order of impor-
tance for searching, and they are delimited by commas;
(ii) each of these terms is supposed to indicate a certain
concept, and so it sometimes consists of a single word,
but it may also consist of a phrase or acompound word;
and (iii) thetitlefield has an attribute, (i.e., ‘CASE’) that
indicates the kind of search strategies and can option-
aly be used as a Boolean-type operator [6]. These were
designed to prevent asfar as possibleretrieval effective-
ness evaluation from being influenced by other effects,
such asthe performance of Japanese word segmentation,
but also to reflect asfar as possible the reality of user in-
put queries for current Web search engines. As for the
CASE attribute in (iii) above, the retrieval effectiveness
of the systems using this optional information should not
be compared with other systems that do not useiit.

3 Retrieval Modd and Query Language

3.1 Indri

We used Indri as a search engine platform for our
experiments. The retrieval model implemented in Indri
combines the language modeling [4] and inference net-
work [22] approachesto information retrieval [13]. This
model allows structured queries similar to those used in
INQUERY [22] to be evaluated using language model-
ing estimates within the network. We omit further de-
tails of Indri because of space limitations. See [13] for
the detalils.

3.2 Term Dependence M odel via Markov Ran-
dom Fields

Metzler and Croft developed ageneral, formal frame-
work for modeling term dependencies via Markov ran-
dom fields [14]. This subsection summarizes this term
dependence model. Our proposal for query formulation
that we describe in Section 4 is based on this framework
but takes into account special features of the Japanese
language.

Markov random fields (MRFs), also called undirected
graphical models, are commonly used in statistical ma-
chine learning to model joint distributions succinctly.
In [14], the joint distribution P (Q, D) over queries @
and documents D, parameterized by A, was modeled
using MRFs, and, for ranking purposes, the posterior
Py (D|Q) was derived by the following ranking func-
tion, assuming a graph G that consists of a document
node and query term nodes:

PADIQ) =" YT Acf (o), (D)

c€C(G)

where Q = ¢i...qn, C(G) is the set of cliques in an
MRF graph G, f(c) is somereal-valued feature function
over cligue values, and ). is the weight given to that
particular feature function.
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Full independence (‘fi’), sequential dependence
(‘sd"), and full dependence (‘fd’) are assumed as three
variants of the MRF model. The full independence vari-
ant makes the assumption that query terms are indepen-
dent of each other. The sequentia dependence variant
assumes dependence between neighboring query terms.
Thefull dependence variant assumesthat all query terms
are in some way dependent on each other. To express
these assumptions, the following specific ranking func-
tion was derived:

PA(D|Q) 2"
D Arfr(e)+ > dofole) + Y Mufule) @)
ceT ceO ceEOQUU

where T is defined as the set of 2-cliques involving a
query term and a document D, O is the set of cliques

containing the document node and two or more query
terms that appear contiguously within the query, and
U is the set of cliques containing the document node
and two or more query terms appearing noncontiguously
withinthe query. Here, the constraint, A\r+ o+ Ay = 1
can be imposed. Table 1 provides a summary of the
feature functions and Indri query language expressions,
which were proposed in [14].

4 Composing or Decomposing Japanese
Compound Words and Phrases

In the phrase-based query construction (hereafter,
phrase expansion) process for the Japanese language,
we make a distinction between compound words con-
taining prefix/suffix words, other compound words, and
more general phrases.

4.1 Compound Word Models

Compound words contai ning prefix/suffix words may
only be treated in the same way as single words; other-
wise, adding to these, the constituent words qualified by
the prefix/suffix words may also be used for query com-
ponents. At least, the prefix/suffix words themselves
should not be used as query components independently,
because they do not convey any meaning by themselves.
Other compound words and their constituent words may
be used for query components, because both the com-
pound words and often their constituent words convey
specific meanings by themselves. We assume the fol-
lowing models, sometimes di stingui shing the compound
words containing the prefix/suffix words and other com-
pound words.

dcmpl : Decomposes al compound words.

dcmp2 : Decomposes al compound words and re-
moves the prefix/suffix words.

cmpl : Composes each of all compound words as an
exact phrase.

cmp2 : Composes each of the compound words con-

taining the prefix/suffix words as an exact phrase,
and each of other compound words as an ordered
phrase with at most one term between each con-
stituent word.

pfx1 : Composes each of the compound words con-
taining the prefix/suffix words as an exact phrase,
and decomposes other compound words.

pfx2 : Composes each overlapping bi-gram of the
constituent words of the compound words contain-
ing prefix/suffix words as an exact phrase, and de-
compounds other compound words.
pfx3: Combinesthe ‘pfx1’ and ‘pfx2’ and ‘dcmp2’.
We mainly assume the ‘pfx1’ as a basic idea of ex-
pressing Japanese compound wordsin the rest of the pa-
per, since we found some empirical evidences through
experiments, as we describe in Section 5.3. More gen-
eral phrase modelsthat we describein the following sub-
section are mainly grounded in the idea of the ‘pfx1’
compound model.

4.2 Phrase Models

Phrase-based queries can often filter out noisy, irrel-
evant documents by reflecting their dependenciesinto a
guery using the term dependence model, as described in
Section 3.2. Moreover, in Japanese compound words,
including the ones containing prefix/suffix words, the
dependencies of each constituent word are stronger
than in more general phrases. Therefore, we consider
that these term dependencies should be treated as local
within the compound words, and as global between the
termsthat consist of awhole query.

We assume the following dependence models refl ect-
ing the ideas that we described above as well asthe term
dependence model framework that we explained in Sec-
tion 3.2.

(1) Isd and Ifd: Assume local sequential/full depen-
dence, where the term dependencies are represented
as local within each compound words, on the basis
of the sequential/full dependencein Section 3.2, and
combinesthe beliefs (scores) about the resulting fea-
ture termg/phrases for each feature of fr, fo and fu
in Eqg. (2).

The following is an example of Indri query expres-
sion, according to the ‘Isd’, on Topic 0015 in the
NTCIR-3 WEB topic set, where the title field was
described as the three parts of phrasal descriptions
(anoun and two compound nouns in this case), “0
000 (ozonelayer), 0 OO O0OO (ozone hole),
O O (human body)” and a morphological analyzer
converted thisinto “00 O O (as agenera noun) and
0 (asasuffix noun),” “0 0 O (as agenera noun)
and 0 OO (asagenera noun),” and “0O0 0 (as a
genera noun).”

#weight( 0.8 #combing( D 00 O 000 OO0 O0O)
0.1#combine(#L(000 0 )#(000 000 )00)
0.1 #combine(#uw8(O 00 0 )#ws(OODO 000 )00
))
where #1(g;...q;) and #uwN (g¢;...q;) indicate the
exact phrase expression and the phrase expression
where the terms ¢;...q; appear ordered or unordered
within awindow NN terms, respectively.
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(2) Isd+ and Ifd+ : Assume modified models of the
‘Isd” and ‘Ifd’, respectively, where (i) for f; and
fo, each compound word consisting of prefix/suffix
word(s) isrepresented as an exact phrase and treated
the same as the other words including the ones de-
compounded from the other compound words; and
(i) for fi7, the term dependencies are represented as
local between the constituent words of general com-
pound words or the exact phrases consisting of pre-
fix/suffix word(s). Here in the fo, the compound
words other than the ones consisting of prefix/suffix
words are expressed as the ordered phrases with at
most one term between each constituent word.

The following is an example of Indri query expres-
sion according to the ‘Isd+ on the same topic as
shown above.

#weight( 0.8 #combine(#1(0 00 0 )0DOD OO0 O0O)
0.1#combine(#1( 000 O )#od2(0D0O0 OODO)0O)
0.1#combine(#L(0 00 O )#uw8(U U T OO0 )OO))

where #o0d M (g;...q;) indicates the phrase expres-
sion where the terms ¢;...q; appear ordered, with at
most M — 1 terms between each.

(3) glsd and glfd: Assume global and local sequen-
tial/full dependence, where (i) for fr and fo, the
term dependencies are represented the same asin the
‘Isd+’ and ‘Ifd+’; (ii) for fir the term dependencies
are represented, as global in a whole query, by cou-
pling in an unordered phrase expression each combi-
nation of the terms including the constituent words
of general compound words or the exact phrases
consisting of prefix/suffix word(s).

(4) glsd+ and glfd+ : Assume aternative globa and
local sequentia/full dependence, where (i) for fr
and fo, the term dependencies are represented the
sameasinthe‘lsd+’ and ‘Ifd+’; (ii) for fi7, theterm
dependencies are represented, as global in a whole
query, by coupling in an unordered phrase expres-
sion each combination of the phrasal descriptions
in a query. Here in each unordered phrase expres-
sion in the fi;, the compound words containing pre-
fix/suffix words are expressed as exact phrases, and
other compound words are decomposed.

The following is an example of Indri query expres-
sion according to the ‘ glsd+'.

#weight( 0.8 #combing(#1(0 00 0 )OO0 000 OO )
0.1#combine(#1(0 00 O )#0d2(OO0 OO0 )00 )
0.1 #combine(#uwl12(000 OO0 OO )
#Hwl6(#1( 000 0)000 000)))
In Section 5.4, we investigate the effects of these
models that take into account the special features of the
Japanese language.

5 Experiments

Our experimental setup is described in Section 5.1.
Using the NTCIR-3 WEB test collection as a training
data set, we performed experiments using several types

of stopwords, as described in Section 5.2. We alsoinves-
tigated the effects of our compound word models and
our phrase models, and attempted optimization of pa
rameters in these models using the training data set, as
described in Sections 5.3 and 5.4. Moreover, we ex-
perimented using pseudo-relevance feedback with the
phrase expansion, as described in Section 5.5. Using
the Query Term Expansion Subtask data for testing, we
performed the experimentsfor our official submission as
well as further experiments, as described in Section 5.6.

5.1 Experimental Setup

We used the texts that were extracted from and bun-
dled with the NW100G-01 document collection. In
these texts, all the HTML tags, comments, and explic-
itly declared scripts were removed. We segmented each
document into words using the morphological anayzer
‘MeCab version 0.81'2.

Before segmentation, we converted all two-byte char-
acters, numerical characters, and spaces into the cor-
responding one-byte characters. We only used docu-
ments smaller than 20 megabytes for the segmentation,
because the rest of the documents are likely to be bi-
nary files®. Moreover, we only used 1 MB of text data
a the head of each document for efficiency. We did
not use the part-of-speech (POS) tagging function of the
morphological analyzer for the documents, because the
POS tagging function requires more time. On comple-
tion of the morphological analysis, al Japanese words
were separated by a space.

We used Indri to make an index of the web docu-
ments in the NW100G-01 document collection, using
these segmented texts in the manner described above.
We only used one-byte symbol characters as stopwords
in the indexing phase, but we used several types of stop-
wordsin the querying phase, asdescribed in Section 5.2,
to enable querying even by phrases consisting of high-
frequency words, such as “To be or not to be” in En-
glish*and to understand the effectiveness of the phrase
expansion described in Section 4. Earlier studies of
Japanese text retrieval using word-based indexing of-
ten used the terms annotated by some types of POS,
such as by ‘noun’ and ‘unknown word'®, and/or the
terms expressed by non-hiragana characters for index-
ing [9]. This policy enables Japanese text retrieval sys-
tems to improve efficiency and effectiveness for general
purposes, but this is considered to come at the expense

2{http://www.chasen.org/~taku/software/mecab/src/mecab-
0.81.tar.gz).

3The 100-gigabyte document collection, NW100G-01, consists of
HTML or plain text files following the ‘ Content-Type' information in
individual HTTP headers and web pages[8, 7]. However, some binary
files have ‘text/html’ or ‘text/plain’ as the Content-Type by mistake.
The aim of this condition is to avoid using such inappropriate docu-
mentsin the test collection

4A similar policy was adopted in earlier experiments using theterm
dependence model for English language [15, 14].

5Some Japanese morphological analyzers mark words that are not
matched by a dictionary in morphological analysis with the POS ‘un-
known word'. Such words are likely to be newly coined, loan words,
less frequent proper nouns, or misspelled words.
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Table 2. Stopword classes.

2-byte characters 1-byte characters
Sjsb Sunh, Sunk Sb'ih Sesb Sewd Suna

non 0 0 0 0 1 0 0
rix1 1 1 1 1 1 1 0
rlx2 1 1 1 0 1 1 1
rgd 1 1 1 1 1 1 1

that some phrase queries do not work well because they
contain nonindexed words. In Section 5.2, we investi-
gate an appropriate stopword setting for effective phrase
expansion instead.

In the experiments described in the following sec-
tions, we only used the terms specified in the title field,
as described in Section 2. We performed morphological
analysis using the ‘MeCab’ tool described at the begin-
ning of this subsection, to segment each of the terms de-
limited by a comma, and to add POS tags. In this paper,
the POS tags are used to specify prefix and suffix words
because, in the phrase expansion process, we make adis-
tinction between compound words containing prefix and
suffix words and other compound words, as described in
Section 4. We did not use any query structure informa-
tion provided as the CASE attribute in the title field, as
we thought that users of current search engines tend not
to use Boolean-type operators, even if a search engine
supports them.

5.2 Impactsof Stopwords

We investigated the impacts of severa types of stop-
words in our experiments. As we did not use part-
of-speech (POS) tagging when we performed indexing,
we assumed the following classes of stopwords for the
Japanese language.

Sjsp: Singletwo-byte characters, not including hira-

gana, katakana, or kanji characters.

Sunn: Single hiragana characters.

Sunk: Single katakana characters.

Spin: All possible pairs of hiragana characters.
Sesp: Single one-byte characters.

Sewa: 417 English stopwords®.

Suna: Single one-byte aphabetical or numerical

characters.
We evaluated the impacts of using some combinations
of stopword classes that were likely to be appropriate
for usein our further experiments, as shown in Table 2.
In this table, the left column indicates the names of
the stopword settings. Note that we converted al the
two-byte alphabets and numerical characters into one-
byte characters beforehand, as mentioned in the previ-
ous subsection, so some of these could be removed us-
iNg Sewd OF Syuna, bUt NOt by .S;, in our experimental
setting.

In Table 3, we summarize the retrieval effective-
ness of applying each of the stopword combinations de-
scribed in Table 2 to the NTCIR-3 WEB test collection.

6Those were used in INQUERY [22].

Table 3. Impacts of stopwords using a
training data set.

(a) Searching without query expansion

AvgPrec R-Prec PQi0 PQ?20
rIx2 0.1550 0.1797 0.2021 0.1957
non 0.1545 0.1788 0.2000 0.1947
rgd 0.1543 0.1776 0.1979 0.1947
rix1 0.1543 0.1776 0.1979 0.1936

(b) Searching with phrase expansion

AvgPrec R-Prec PQ10 PQ20

rgd 0.1609 0.1850 0.2000 0.1989

rix1 0.1608 0.1850 0.1979 0.1989

rix2 0.1601 0.1871 0.2043 0.2000

non 0.1598 0.1862 0.2085 0.2021
(c) The best result among NTCIR-3 WEB participations

AvgPrec | R-Prec PQ10 PQ20

0.1506 0.1707 0.2213 0.1968

In Table 3, the upper table (a) indicates the search results
without query expansion, and the middle table (b) indi-
cates the search results with phrase expansion but with-
out pseudo-relevance feedback. In each of these tables,
the rows are ranked in order of mean average precision.
In thistable and hereafter, AvgPrec, R-Prec, P@10, and
P20 refer to mean average precision, R-precision, pre-
cision for 10 ranked documents, and precision for 20
ranked documents, respectively. For reference, we put
the best results from NTCIR-3 WEB participation [8]
in the lower table (c) in Table 3. This shows that our
baseline system worked well. For the experiments in
Table 3 (b), we tested phrase expansion using the local
sequential dependence model (‘Isd’) that we described
in Section 4.2, with (A7, Ao, Av) = (0.9,0.1,0.0) that
maximized the mean average precision using the ‘Isd’
model. Note that stopword removal was only applied to
the term feature fr, not to the ordered/unordered phrase
features fo or fir.

In the experimental results using phrase expansion in
Table 3 (b), ‘rgd’ or ‘rIx1" worked modestly better than
others according to mean average precision, but the re-
sults were sensitive to the evaluation measures. Aslong
as we do not have to specify the stopword setting, we
used ‘rgd’ in the experiments hereafter, including our
official submission to the Query Term Expansion Sub-
task, as described in Section 5.6 because, for pseudo-
relevance feedback, which we use in Section 5.5, using
this stopword setting yielded fewer terms that were not
related to the topic, such as terms with hiragana char-
acters, but provided comparatively stableretrieval effec-
tiveness.

5.3 Effects of Compound Word Models

We investigated the effects of compounding or de-
compounding of the query terms that were specified as
constituent words of a compound word by the morpho-
logical analyzer, assuming the models as described in
Section 4.1. The experimental results using the NTCIR-
3 WEB topic set are shown in Table 4. In this table,
‘AvePrec,’ indicates the mean average precision over al
the 47 topics, and ‘AvePrec..’” indicates the mean average
precision over 23 topicsthat include compound wordsin
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Table 4. Effects of compounding or decom-
pounding using a training data set.

Table 5. Optimization results using a train-
ing data set.

thetitlefield. *%increase’ was calculated on the basis of
the ‘dcmpl’, the result of retrieval by decompounding
all compound words, which was also placed in Table 3
(@) as ‘non’. In these experiments we didn’t use stop-
word lists.

From the results using the ‘cmpl’ and ‘cmp2’, the
naive phrase search using the compound words did not
work well; however, from the results using the ‘pfx1’
and ‘pfx2’, it turned out that compounding the pre-
fix/suffix words and decompounding other compound
words worked well. As for the ‘pfx3’, we combined
the ‘pfx1’, ‘pfx2’ and ‘demp2’ on the basis of Eq. (1),
and optimized the weights for each of these features,
changing each weight fromOto 1in stepsof 0.1. In Ta-
ble 4, we placed the results using the optimized weights
for the features of the ‘pfx1’, ‘pfx2" and ‘dcmp2’ in
(Aprats Apfra2s Ademp2) = (0.7,0.3,0.0), which maxi-
mized the mean average precision. From the fact that
the weight for the feature of the ‘demp2’ was optimized
to be 0 and from the experimental result only using the
‘demp2’ shown in Table 4, it tuned out that the con-
stituent words qualified by the prefix/suffix words al-
most did not contribute to the retrieval effectiveness by
themselves without the prefix/suffix words. Moreover,
themodel combining the ‘pfx1’, ‘pfx2’ and ‘dcmp2’ did
not improve the retrieval effectiveness, compared with
the ‘pfx1’ or ‘pfx2’ aone, in spite of its complexity of
the query.

5.4 Effectsof Phrase M odels

We investigated the effects of phrase expansion us-
ing our phrase models that we described in Section 4.2,
which were grounded in the empirical evidencesthrough
the experiments shown in the previous subsection, as
well as in the theoretical framework explained in Sec-
tion 3.2.

Using the NTCIR-3 WEB test collection, we opti-
mized each of the phrase models, changing each weight
of Ay, Ao and \yy fromO0to 1in stepsof 0.1, and chang-
ing the window size V for the unordered phrase feature
as 2, 4, 8, 50 or oo times of the number of words that
appeared within the window, as in the experiments per-
formed in [14]. Additionaly, we used (A7, Ao, Ay) =
(0.9,0.05,0.05) for each N value above. The results of
the optimization that maximized the mean average pre-
cision over al the 47 topics (‘AvePrec,’) are shown in
Table 5. Thistable includes the mean average precision
over 23 topics that contain compound words in the ti-

AvgPrec | %increase | AvgPrec. | %increase AvgPrec | %increase | AvgPrec. | %increase

dempl 0.1545 0.0000 0.1589 0.0000 base 0.1543 0.0000 0.1584 0.0000
dcmp2 || 0.1508 -2.4165 0.1513 -4.8012 Isd 0.1609 4.3149 0.1720 8.5862
cmpl 0.1453 -5.9537 0.1401 -11.8294 |sd+ 0.1624 5.2319 0.1749 104111
cmp2 0.1486 -3.8085 0.1469 -7.5671 Ifd+ 0.1619 4.9120 0.1739 9.7744
pfx1 0.1603 3.7589 0.1708 7.4686 ol 0.1633 5.8346 0.1756 10.8446
pfx2 0.1603 3.7520 0.1708 7.4549 glfd 0.1625 5.3230 0.1775 12.0136
pfx3 0.1604 3.8292 0.1710 7.6081 glsd+ 0.1640 6.2731 0.1776 12.0740
glfd+ 0.1626 5.4140 0.1769 11.6788

tle field as ‘AvePrec,.’. ‘%increase’ was calculated on
the basis of the ‘base’, the result of retrieval not using
phrase expansion that was also placed in Table 3 (a) as
‘rgd’. Through the optimization, the global and local se-
quential dependence model ‘glsd+’ worked best when
(Ar, Ao, Au, N) = (0.9,0.05,0.05,00). Among the
models using the full dependence, ‘glfd+ worked best
when (Ar, Ao, Au, N) = (0.9,0.05,0.05, 50).

5.5 Effectsof Pseudo-Relevance Feedback with
Phrase Expansion

We carried out experiments on the combination of
phrase expansion and pseudo-relevance feedback, us-
ing the NTCIR-3 WEB topic set, in order to inves
tigate the effectiveness of this combination. Pseudo-
relevance feedback was implemented in Indri, based on
Lavrenko'srelevance model [12]. The results are shown
in Figure 1 (a). In this graph, the horizontal axis in-
dicates the number of feedback terms (#terms ;,), and
the vertical axis shows the percentage increase in mean
average precision compared to the mean average preci-
sion in the case not using phrase expansion or pseudo-
relevance feedback, the same as the ‘base’ in Table 5.
For comparison, we naively applied either the sequen-
tial dependence or the full dependence models’to each
of the phrasal descriptions delimited by commas in the
title field of a topic, and combined the beliefs (scores)
about the resulting structure expressions using ‘#com-
bine’ operator of Indri. The explanatory note indi-
cates which results used the naive applications of the
sequential dependence model (‘nsd’) or the full depen-
dence model (‘nfd’), the local sequential dependence
model (‘Isd’) or the local full dependence model (‘Ifd’).
Here, the parameters were set as (Ap, Ao, Ay, N) =
(0.9,0.05,0.05,4), and the origina query weight for
pseudo-relevance feedback and the number of feed-
back documents were set as weight,.i;, = 0.7 and
#docs p;, = 10. In these experiments and hereafter, the
feedback weight for pseudo-relevance feedback was set
as (1 — weight,,iq). For baseline comparison, we also
performed experiments with pseudo-relevance feedback
without phrase expansion. Asshownin Figure 1 (a), the
pseudo-relevance feedback did not work well, directly,
for the 100-gigabyte web document collection. A simi-

For this experiment, we used the same tool that was used in the
experimentsin [14], provided by the authors of this paper.
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Figure 1. Pseudo-relevance feedback with phrase expansion using a training data set.

Table 6. Phrase expansion using atest data tion. For evaluation, we used the relevance judgment

set. data that were provided by the organizers of this sub-
AvgPrec %increase] AvgPrec. | %increase[ AvgPrec, [ %increasd task. The results are shown in Table 6. * %increase’ was
non|[ 0.1405 | 0.0000 | 0.1741 | 0.0000 | 0.1852 | 0.0000 ; ; ;
s+ || 01521 | 82979 | 01326 | 162563 | 01852 | ooooo | caculatedon t'he basis of the result of retrieval not using
Ifd+|| 01521 | 82389 | 0.1325 | 16.1407 | 0.852 | 0.0000 | phraseexpansion.
glsd+| 0.1503 | 6.9576 | 0.1313 | 151167 | 0.1823 | -1549 Using the same data set, we also carried out ex-
gifd+| 0.1588 | 13.0204 | 0.1400 | 226950 | 0.1906 | 2.9330 ’

periments on the combination of phrase expansion and

lar phenomenon was found in [15] for a web document
collection in English.

We also experimented using the global and local se-
quential dependence model ‘glsd+’ using the optimal
parameters, which performed best in the phrase expan-
sion experiments in Table 5, with the pseudo-relevance
feedback. For the pseudo-relevance feedback, we used
top-ranked 10 documents. The results are shown in Fig-
ure 1 (b). In thisfigure, the explanatory note indicates
the original query weight for pseudo-rel evance feedback
(weightorig). The horizontal axis and the vertical axis
arethesameasin Figure 1 (a).

5.6 Official Submission and Further Experi-
ments

We participated in the Query Term Expansion Sub-
task after the first half of the workshop period, long after
the other participating groups completed their dry runs®.
However, we decided to submit some run results that
were positioned as baselinesfor our further experiments.
A part of the evaluation results of our official submission
canbeseenas‘'non’ in Table 6, and in thetop three rows
in Table 7. In these tables, ‘AvePrec,’, ‘AvePrec.’ and
‘AvePrec,’ indicate the mean average precision over all
the 35 topics, that over 22 topics that include the com-
pound wordsinthetitlefield, and that over 13 topicsthat
do not include the compound words, respectively.

Asfurther experiments using the same topics, we per-
formed the phrase expansion using each of the Isd+,
Ifd+, glsd+ and glfd+ models, which worked well with
the optimal parameters as shown in the previous subsec-

8The author is one of the organizers of the WEB Task at the Fifth
NTCIR Workshop; however, the Query Term Expansion Subtask was
separately coordinated by another organizer and thus the author was
involved in it only as a participant.

pseudo-relevance feedback. For the phrase expansion
we used the glsd+ and glfd+ models with the optimal pa-
rameters. For the pseudo-relevance feedback, the orig-
ina query weight (weight,,;,) were set as 0.5 or 0.7,
and the number of the terms that were newly added to
thequery (#terms,,;) wereset as 10 or 20. Notethat the
definition of the #terms,,, is different from that of the
#terms ;, used in the previous subsection, which was
defined as the number of the terms that were used to add
to or reweight the original query terms. The definition
of the #terms,, was an indicated condition for the re-
sult submission to this subtask. We used top-ranked 10
documents for the feedback (#docs ;).

The results are shown in Table 7. ‘%increase’ was
calculated on the basis of the result of retrieval not using
pseudo-relevance feedback for each model. These re-
sults suggest that, by combining with the phrase expan-
sion, the pseudo-relevance feedback works effectively
especialy for the queries that include compound words,
probably due to the good performance of the initial re-
trieval, but also works well for the other queries.

6 Conclusions

In this paper we found that (i) our phrase expan-
sion worked well, and (ii) the combination of phrase
expansion and pseudo-relevance feedback was more ef-
fective than phrase expansion alone, in our experiments
using a 100-gigabyte test collection of web documents
mostly written in Japanese. Our phrase expansion com-
poses or decomposes compound words and phrases of
the Japanese language, taking its special featuresinto ac-
count. Thispaper focused only on short queriesin accor-
dance with the NTCIR-5 Query Term Expansion Sub-
task. Phrase expansion using longer natural language-
based queriesis afuture task.
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Table 7. Pseudo-relevance feedback with phrase expansion using a test data set.

(weightorig, #docs gy, #terms,q) || AvgPrec | %increase | AvgPrec. | %increase | AvgPrec, | %increase
no phrase expansion 0.1405 0.0000 0.1141 0.0000 0.1852 0.0000
(07, 10, 10) 0.1523 8.4403 0.1216 6.5623 0.2044 10.3984
(07, 10, 20) 0.1539 9.5223 0.1231 7.8851 0.2060 11.2293
glsd+ only 0.1503 0.0000 0.1313 0.0000 0.1823 0.0000
(0.7, 10, 10) 0.1662 10.6427 0.1459 11.1069 0.2007 10.0768
(0.7, 10, 20) 0.1665 10.8367 0.1446 10.1170 0.2036 11.7141
(0.5, 10, 10) 0.1676 11.5573 0.1507 14.7307 0.1963 7.6884
(0.5, 10, 20) 0.1695 12.8389 0.1489 13.3843 0.2045 12.1740
glfd+ only 0.1588 0.0000 0.1400 0.0000 0.1906 0.0000
(05, 10, 10) 0.1707 7.4823 0.1520 8.6218 0.2022 6.0661
(05, 10, 20) 0.1768 11.3225 0.1557 11.2587 0.2123 11.4017
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