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Abstract

Wk constructed a Japanese opinion extraction sys-
tem for Japanese newspaper articles using a machine-
learning method for the system. e used opinion-
annotated articles as learning data for the machine-
learning method. The system extracts opinionated sen-
tences from newspaper articles, and specifies opinion
holders and opinion polarities of the extracted sen-
tences. The system also evaluates whether or not the
sentences of the articles arerelevant to the given topic.
We conducted experiments using the NTCIR-6 opin-
ion extraction subtask data collection and obtained
the following accuracy rates using a lenient gold stan-
dard: opinion extraction, 42.88%; opinion holder ex-
traction, 14.31%; polarity decision, 19.90%; and rel-
evance evaluation, 63.15%.
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1 Introduction

Recently, opinion extraction and sentiment analy-
sis has been receiving a lot of attention in the field of
natural language processing [4, 14]. As well as auto-
matically detecting sentences in which an opinion is
expressed [19], automatically judging the polarity of
the opinion [12, 2, 18, 7] and specifying who holds
that opinion (opinion sources) [16, 15, 6, 1] are topics
now receiving more attention in the research commu-
nity. This points to a need for more detailed opinion
extraction.

We constructed a Japanese opinion extraction sys-
tem for Japanese Newspaper articles. We used a
machine-learning method for the system and opinion-
annotated articles as learning data. The system ex-
tracts opinionated sentences from newspaper articles
and specifies the opinion holders and opinion polari-
ties of the extracted opinionated sentences. The sys-
tem also judges whether the sentences of the articles
are relevant to the given topic or not.

To evaluate our system, we took part in an opin-
ion analysis pilot task at NTCIR-6. The pilot task
had opinion extraction and application-oriented sub-
tasks, each in three languages: Japanese, English, and
Chinese. We participated in the Japanese opinion ex-
traction subtask. We did experiments using a Japanese
data collection distributed by the task organizers, and
verified the performance of our system.

As a result, we obtained the following accuracy
rates using a lenient gold standard: opinion extraction
was 42.88%, opinion holder extraction was 14.31%,
polarity determination was 19.90%, and relevance
judgment was 63.15%.

2 Data set for thisstudy

In this study, we used a Japanese test collection dis-
tributed in the opinion analysis pilot task at NTCIR-6
as a data set. The test collection format is described
in more detail in the “Overview of Opinion Analysis
Pilot Task at NTCIR-6" [13], described by task orga-
nizers.

In this data set, there were 30 topics, and a max-
imum of 20 documents were selected for each topic.
There were 490 documentsin the Japanese test collec-
tion, with 15,279 sentences. Of the 30 topics, 4 were
provided as sample data, and the remaining 26 were
used as open data for experiments and evaluations.

Four annotation categories such as opinionated sen-
tences, opinion holders, relevant sentences, and opin-
ion polarities were annotated to each sentence in the
documents in the Japanese test collection. Opinion-
ated sentences and relevant sentences had a binary
value, and there were three values for opinionated po-
larities: positive (POS), negative (NEG), and neutral
(NEU). The values of opinion holders were string and
multiple.
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3 Opinion extraction system used in this
study

Our system consisted of four components: 1) an
opinion extraction component, 2) a component to
specify the opinion holder, 3) a component to judge
the relevance to the given topic, and 4) acomponent to
classify the polarities of the opinion sentences.

The system classifies an input sentence in the opin-
ion extraction and polarity classification components
using only the machine-learning method. We used a
support vector machine as the basis of our machine-
learning method because support vector machines are
more effective than other methods in many research
areas [9, 17, 11]. We used the sample data of the
Japanese test collection as learning data. Each sen-
tence in the documents had four kinds of annotation
tags, and we used three kinds of annotation: opinion-
ated sentences, opinion holders, and opinionated po-
larities.

In the polarity classification component, the system
outputs three values, positive (POS), negative (NEG),
and neutral (NEU). However, the support vector ma-
chines are only capable of handling data consisting of
two categories. Data consisting of more than two cate-
goriesisgenerally handled using the pair-wise method
[9].

Pairsfrom two different categories (N(N-1)/2 pairs)
were constructed for data consisting of N categories
with this method. The best category was determined
by using atwo-category classifier (in this study, asup-
port vector machine' was used as the two-category
classifier), and the correct category was finaly deter-
mined on the basis of “voting” on the N(N-1)/2 pairs
that resulted from the analysis with the two-category
classifier.

In the opinion holder specification component, the
system specifies the opinion holder of the opinion-
ated sentence using the machine-learning method and
heuristics rules.

In the relevance to the given topic evaluation com-
ponent, the system judges whether the sentences of the
articles are relevant to the given topic or not by cal-
culating the score of words that are included in each
sentence.

3.1 Features (information used in classifica-
tion)

The features the system used with the machine-
learning method were different for each component.

In the opinion extraction component and the opin-
ion holder specification component, the system used
words and 1-gram to 10-gram strings at the ends of

1We used Kudoh's TinySVM software [8] as the support vector
machine.

input sentences as the features. The words we used
were only adjectives, adverbs, conjunctions, auxiliary
verbs, and postfix verbs. We used the Japanese mor-
phological analyzer, Chasen [10] to identify the parts
of speech of the words.

The 1-gram to 10-gram strings features were con-
structed based on the characteristics of Japanese sen-
tences. The Japanese sentences have atendency to ex-
press the opinion using modality expression. Modal-
ity expression in Japanese sentences is often indicated
by the verbs and the auxiliary verbs at the ends of
sentences. The structure of the Japanese language is
subject-object-verb (SOV), so verb phrases appear at
the ends of sentences. Therefore, the strings at the
ends of sentences were used as features.

In the component to classify polarities of the opin-
ion sentences, the system used three kinds of features;
words, thefirst 1, 2, 3, 4, 5, or 7 digits of the category
numbers of words, and 1-gram to 10-gram strings at
the ends of input sentences.

The reason why we used the 1-gram to 10-gram
strings at the ends of input sentences as the features
is the same as the opinion extraction component. The
category number of word indicates a semantic class of
words. A Japanese thesaurus, the Bunrui Goi Hyou
[3], was used to determine the category number of
each word. This thesaurus is ‘is-a’ hierarchical, in
which each word has a category number. Thisis a
10-digit number that indicates seven levels of ‘is-a’
hierarchy. The top five levels are expressed by the first
five digits, the sixth level is expressed by the next two
digits, and the seventh level is expressed by the last
three digits.

3.2 Specifying the opinion holder

In the opinion holder specification component, the
system specifies the opinion holder in the following
way.

First, the system uses the machine-learning method
to classify sentences as opinionated, i.e., sentencesin
which an opinionisheld by the writer or someone else.
Next, the system handles only the sentences classified
as having an opinion held by someone other than the
writer.

The system extracts terms that are possible to be
opinion holders, such as nouns related to human be-
ings or organizations, human names, and organization
names. If the sentence contains a quote and an expres-
sion such as “to itta” (said that), the system outputs
the nearest extracted terms, except for the quoted part,
as an opinion holder. If nothing is quoted in the sen-
tence, the system outputs the nearest extracted terms,
including the sentence, as an opinion holder.
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Table 1. Experimental results of opinion extraction

Standard | Answer | Proposed Answer | Correct Answer | Precision | Recall | F-measure
Lenient 2,974 1,397 937 | 67.07% | 31.51% 42.88%
Strict 2,191 1,397 762 | 54.55% | 34.78% 42.48%
Table 2. Experimental results of opinion holder extraction
Standard | Answer | Proposed Answer | Correct Answer | Precision | Recall | F-measure
Lenient 462 2,311 850 | 23.78% | 10.23% 14.31%
Strict 893 1,177 431 | 13.25% | 11.01% 12.03%
Table 3. Experimental results of relevance judgment
Threshold | Standard | Answer | Proposed Answer | Correct Answer | Precision | Recall | F-measure
0.01 Lenient 6,420 7,188 4,297 | 59.78% | 66.93% 63.15%
Strict 4,880 7,188 3,381 | 47.04% | 69.28% 56.03%
0.05 Lenient 6,420 4,152 2,674 | 64.40% | 41.65% 50.58%
Strict 4,880 4,152 2,178 | 52.46% | 44.63% 48.23%
Table 4. Experimental results of polarity decision
Standard | Answer | Proposed Answer | Correct Answer | Precision | Recall | F-measure
Lenient 2,793 1,397 417 | 29.85% | 14.93% 19.90%
Strict 1,558 1,397 234 | 16.75% | 15.02% 15.84%

3.3 Calculating the weight of words

In the component where the relevance to the given
topic is judged, the system cal culates the score of the
words.

The sentence scores are calcul ated as follows.

We first extract terms in which the parts of speech
are nouns and unknown words from the topic descrip-
tion and topic relevance fields® using the Japanese
morphological analyzer, Chasen. Then, the score is
calculated from the equation

N
Weight(s) = log (@D}
t;t df(t)
Score(s) = m @

where s is a sentence, ¢ is a term extracted from the
topic description and topic relevance fields, df (¢) is
the number of documentsin which ¢ appears, NV isthe
total number of documents, and Weight(top) is the
highest weight in the sentences included in each topic.

Finaly, if the Score(s) is higher than a threshold,
the system judges that the sentence is relevant to the

2See [13] for more details of topic description and topic rele-
vance fields.

topic; otherwise, the system judges that the sentence
is not relevant to the topic. We used two thresholds:
0.01 and 0.05.

4 Experiments

The experimental results are listed in Tables 1 to 4.
Tables 5 to 7 show the topic-by-topic results.

There were 26 topics in the experiments as well as
two standards of evaluation. One evaluation used a
strict gold standard, and the other used a lenient gold
standard. Since all sentences were annotated by three
assessors, the strict gold standard was that al three as-
sessors had to have the same annotation, and the le-
nient gold standard was that two of the three assessors
had to have the same annotation®.

Table 1 lists the precision, recall, and f-measure for
the extraction of opinionated sentences. There were
2,191 opinionated sentencesin the strict gold standard
and 2,974 opinionated sentences in the lenient gold
standard. Our system output 1,397 sentences as opin-
ionated sentences, and obtained an accuracy rate of
42.88% in the lenient gold standard evaluation. Table
5 lists the precision, recall, and f-measure for the ex-
traction of opinionated sentences topic-by-topic. Our
system obtained highly accuracy rate of 57.89% in the

3See[13] for more details of the evaluation.
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Table 5. Experimental results of opinion extraction (topic-by-topic)

Strict Lenient
Topic | Precision | Recdl | F-value | Precision | Recdl | F-value
004 31.58% | 54.55% | 40.00% | 57.89% | 57.89% | 57.89%
005 58.00% | 34.32% | 43.12% | 65.00% | 29.41% | 40.50%
006 40.00% | 40.00% | 40.00% | 40.00% | 22.22% | 28.57%
007 67.86% | 17.92% | 28.35% | 75.00% | 18.58% | 29.78%
008 50.00% | 10.87% | 17.86% | 70.00% | 10.77% | 18.67%
009 41.25% | 51.56% | 45.83% | 68.75% | 46.22% | 55.28%
010 55.00% | 40.00% | 46.32% | 75.00% | 33.33% | 46.15%
011 37.84% | 43.75% | 40.58% | 54.05% | 40.82% | 46.51%
012 0.00% | 0.00% | 0.00% 0.00% | 0.00% | 0.00%
014 67.07% | 31.43% | 42.80% | 74.39% | 28.11% | 40.80%
015 61.07% | 33.46% | 43.23% | 66.44% | 31.53% | 42.77%
016 41.67% | 25.77% | 31.85% | 48.33% | 23.77% | 31.87%
017 45.00% | 25.00% | 32.14% | 55.00% | 19.30% | 28.57%
018 38.98% | 44.23% | 41.44% | 66.10% | 39.39% | 49.36%
019 61.79% | 49.03% | 54.68% | 73.17% | 45.23% | 55.90%
020 42.86% | 27.27% | 33.33% | 59.18% | 21.17% | 31.18%
021 60.00% | 36.45% | 45.35% | 76.92% | 34.97% | 48.08%
022 60.44% | 45.83% | 52.13% | 67.03% | 39.10% | 49.39%
023 37.50% | 27.27% | 31.58% | 50.00% | 22.22% | 30.77%
024 0.00% | 0.00% | 0.00% 0.00% | 0.00% | 0.00%
027 64.00% | 32.65% | 43.24% | 78.67% | 28.64% | 41.99%
028 65.15% | 32.82% | 43.65% | 72.73% | 29.63% | 42.11%
029 58.33% | 17.95% | 27.45% | 79.17% | 18.45% | 29.93%
030 61.70% | 38.67% | 47.54% | 76.60% | 34.29% | 47.37%
031 45.79% | 46.23% | 46.01% | 56.07% | 41.96% | 48.00%
032 8.33% | 12.50% | 10.00% 833% | 7.69% | 8.00%

lenient gold standard evaluation at topic 004. How-
ever, our system failed to extract correct opinonated
sentences at topic 012 and 024.

Table 2 indicates the precision, recall, and f-
measure for the specification of opinion holder of
the opinionated sentences. There were 1,680 opinion
holders in the opinionated sentences in the strict gold
standard and 3,245 opinion holdersin the opinionated
sentences in the lenient gold standard. The number of
opinion holdersin the lenient gold standard was higher
than the number of opinionated sentences. Our system
output 1,396 opinion holders for the opinionated sen-
tences, and obtained an accuracy rate of 14.31% in the
lenient gold standard evaluation.

Table 3 indicates the precision, recall, and f-
measure for the judgments of relevance to the topics.
Using the strict gold standard, 4,880 sentences were
relevant to the topics, whereas 6,420 sentences were
relevant in the lenient gold standard. Our system out-
put 7,188 sentences when the threshold was 0.01, and
4,152 sentences when the threshold was 0.05. Using
0.01 as a threshold, our system obtained an accuracy
rate of 50.58% in the lenient gold standard evalua
tion. Table 6 lists the precision, recall, and f-measure
for the judgments of relevance to the topics topic-by-

topic. Our system obtained highly accuracy ratein the
lenient gold standard evaluation at almost all topics ex-
cept topic 023, 031, and 032.

Table 4 gives the precision, recall, and f-measure
for the classification of polarity of opinionated sen-
tences. The polarities of 1,558 and 2,793 opinionated
sentences were respectively defined in the strict and
lenient gold standards. Our system output the polar-
ities of 1,397 opinionated sentences and obtained an
accuracy rate of 19.90% in the lenient gold standard
evaluation. Table 7 lists the precision, recall, and f-
measure for the classification of polarity of opinion-
ated sentences topic-by-topic. We can easily see the
difference between the accuracy rate in the strict gold
standard and one in the lenient gold standard. This
suggestions that our system could correctly classify
the polarity of opinionated sentence whose polarity is
unclear, but failed to classify the polarity of opinion-
ated sentence whose polarity is clear.

We found out the following details from the tables.

e Our system did not obtain high scores in opin-
ion extraction. This result affected the holder ex-
traction and polarity decision. The system output
the opinion holder and polarity of opinion only
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Table 6. Experimental results of relevance judgment (topic-by-topic)

Strict Lenient
Topic | Precision Recall | F-value | Precision | Recall | F-value
004 47.41% | 93.22% | 62.85% | 62.07% | 94.74% | 75.00%
005 38.62% | 67.35% | 49.09% | 43.34% | 67.28% | 52.72%
006 73.47% | 97.30% | 83.72% | 75.51% | 97.37% | 85.06%
007 55.93% | 70.21% | 62.26% | 76.69% | 64.64% | 70.15%
008 59.24% | 68.68% | 63.61% | 65.40% | 59.74% | 62.44%
009 78.18% | 89.79% | 83.58% | 83.84% | 89.06% | 86.37%
010 40.69% | 81.38% | 54.25% | 56.72% | 77.59% | 65.53%
011 51.35% | 90.48% | 65.52% | 70.27% | 86.67% | 77.61%
012 50.85% | 100.00% | 67.42% | 57.63% | 97.14% | 72.34%
014 34.27% | 88.74% | 49.45% | 36.06% | 84.94% | 50.63%
015 18.24% | 49.56% | 26.67% | 26.71% | 48.81% | 34.53%
016 51.44% | 69.42% | 59.09% | 68.71% | 65.86% | 67.25%
017 28.64% | 96.72% | 44.19% | 51.94% | 88.43% | 65.44%
018 33.89% | 90.99% | 49.39% | 40.94% | 91.73% | 56.61%
019 76.57% | 85.04% | 80.58% | 91.65% | 81.40% | 86.22%
020 49.85% | 70.95% | 58.56% | 65.60% | 66.37% | 65.98%
021 64.46% | 67.79% | 66.08% | 72.40% | 64.37% | 68.15%
022 43.73% | 74.58% | 55.13% | 65.69% | 75.28% | 70.16%
023 15.19% | 85.71% | 25.81% | 16.46% | 86.67% | 27.67%
024 64.29% | 85.71% | 73.47% | 78.57% | 75.86% | 77.19%
027 22.06% | 80.15% | 34.60% | 38.24% | 72.51% | 50.07%
028 19.79% | 45.24% | 27.53% | 29.17% | 50.00% | 36.84%
029 39.18% | 55.37% | 45.89% | 84.21% | 53.14% | 65.16%
030 41.50% | 44.85% | 43.11% | 48.30% | 40.57% | 44.10%
031 37.50% 0.74% | 145% | 3750% | 0.66% | 1.30%
032 556% | 25.00% | 9.10% 5.56% | 25.00% | 9.10%

for sentences judged by the system to contain
an opinion. In fact, the precision of holder ex-
traction (23.78%) and polarity decision (29.85%)
was much higher than the recall of holder extrac-
tion (10.23%) and polarity decision (14.93%) in
the lenient gold standard.

e The 0.01 threshold obtained higher accuracy
(63.15%) than that obtained by the 0.05 thresh-
old (50.58%) in the relevance judgment in the le-
nient gold standard, and our system obtained high
scoresin relevance judgment. Thisoutput wasin-
dependent of the result of the opinion extraction,
so the recall of thisis higher than others.

5 Conclusions

We constructed a Japanese opinion extraction sys-
tem for Japanese newspaper articles using a machine-
learning method. We used opinion-annotated articles
aslearning data for the machine-learning method. The
system extracts opinionated sentences from newspa-
per articles and specifies opinion holders and opin-
ion polarities of the extracted opinionated sentences.
The system aso determines whether the sentences

of the articles are relevant to the given topic or not.
We conducted experiments using the NTCIR-6 opin-
ion extraction subtask data collection and obtained the
following accuracy rates using a lenient gold stan-
dard: opinion extraction, 42.88%; holder extraction,
14.31%; polarity decision, 19.90%; and relevance
judgment, 63.15%.

Targets for our future work include trying to in-
crease the recall of opinionated sentences using var-
ious linguistic resources. For example, we constructed
an adverb dictionary that relates to speaker attitudes
[5], that we will use in our next experiments on opin-
ion extraction.
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Table 7. Experimental results of polarity decision (topic-by-topic)

Strict Lenient
Topic | Precison | Recdl | F-value | Precision Recall | F-value
004 0.00% | 0.00% | 0.00% | 26.32% | 83.33% | 40.00%
005 15.00% | 12.71% | 13.76% | 29.00% | 24.58% | 26.61%
006 0.00% | 0.00% | 0.00% | 40.00% | 100.00% | 57.14%
007 10.71% | 4.29% | 6.13% | 32.14% | 12.86% | 18.37%
008 10.00% | 2.86% | 4.45% | 20.00% 571% | 8.88%
009 11.25% | 20.00% | 14.40% | 23.75% | 42.22% | 30.40%
010 16.25% | 17.11% | 16.67% | 31.25% | 32.89% | 32.05%
011 10.81% | 18.18% | 13.56% 16.22% 27.27% | 20.34%
012 0.00% | 0.00% | 0.00% 0.00% 0.00% | 0.00%
014 36.59% | 20.55% | 26.32% | 43.90% | 24.66% | 31.58%
015 20.13% | 15.54% | 17.54% | 28.86% | 22.28% | 25.15%
016 500% | 4.48% | 4.73% | 11.67% | 10.45% | 11.03%
017 5.00% | 5.88% | 5.40% | 20.00% | 23.53% | 21.62%
018 10.17% | 16.67% | 12.63% | 30.51% | 50.00% | 37.90%
019 25.20% | 26.27% | 25.72% | 36.59% | 38.14% | 37.35%
020 10.20% | 9.26% | 9.71% | 30.61% | 27.78% | 29.13%
021 21.54% | 18.67% | 20.00% | 36.92% | 32.00% | 34.28%
022 14.29% | 16.88% | 15.48% | 27.47% | 32.47% | 29.76%
023 0.00% | 0.00% | 0.00% | 12.50% | 33.33% | 18.18%
024 0.00% | 0.00% | 0.00% 0.00% 0.00% | 0.00%
027 17.33% | 11.82% | 14.05% | 30.67% | 20.91% | 24.87%
028 16.67% | 11.96% | 13.93% | 34.85% | 25.00% | 29.11%
029 16.67% | 7.02% | 9.88% | 41.67% | 17.54% | 24.69%
030 25.53% | 21.43% | 23.30% | 42.55% | 35.71% | 38.83%
031 14.95% | 21.33% | 17.58% | 24.30% | 34.67% | 28.57%
032 0.00% | 0.00% | 0.00% 0.00% 0.00% | 0.00%
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