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Introduction and Related work

Probabilistic model for definitional question-answering
[Han et al. 06]

1.
2.

3.

General language model

Topic language model: relevance of answer candidate to
the question.

Definition language model: appropriateness of writing style
in terms of definition.

Non-factoid QA can be modeled from at least two
aspects.

Most of previous studies follow the same scheme

Lexico-syntactic patterns to find answer candidates in terms
of the appropriateness of writing style [Fujii 02, Morooka 06]

Method to extract from Wikipedia a list of interest-marking
terms and use them to score answer candidates [Kosseim
et al. 05]

Summarization technigues are used to reduce redundancy
in answer candidates [Blair-Goldensohn 03] 2




Our approach

* As described by Han et al. [Han 06], we also
hypothesize that the appropriateness of answer
candidate for non-factoid questions can be
measured by the combination of two measures:

— Appropriateness of writing style: how appropriate
IS the writing style of the candidate in terms of the
type of a give question

— Relevance to the topic of question: how relevant is
the candidate to the “topic” of the question.




Our contribution

We basically adopts major techniques in the
previous studies:

1. Lexico-syntactic patterns to find key sentences,

2. Passage retrieval, and

3. Summarization based on passage clustering.

Main contribution of this study

1. Query expansion using the Web to improve the _
coverage of retrieval of documents related to the topic of
guestion.

2. Variable-length passage retrieval based on lexical
chains.

3. Method to find interest-marking words and eliminate
unrelated chains, in order to detect only topic-related
lexical chains.

4. Unified score for answer candidates calculated from
document score, passage score, and score of writing 4
style.




Two systems for NTCIR-6 QAC
(QAC4)

* A system with a monolithic architecture (ID = forstl)
— Processes all types of questions including factoid
guestions uniformly.
» A set of manually constructed lexico-syntactic patterns.
* A method to retrieve passages related to topic of question by
using lexical chains.
* A system with a type-by-type architecture (ID = forst2)

— Four specialized subsystems
» For definitional and other type question
* For why-type question
* For how-type question
» For factoid question

— Given gquestions are dispatched to one of the subsystems
by module of question classification.




Types of guestion

Q. type Examples
definition | “  -to-wanan-desu-ka’, “...-ttenani” (whatis...)
why “ naze ...-desu-ka’ (why ...)

“... riyuu-wa nan-desu-ka’ (what isthe reason for ...)
how “ .. dou su-rebayoi-desu-ka”’ (how do | do...)

" ... yari-kata-wa nan-desu-ka’ (what isthe way to do ...)
factoid  |“. . -wadare-desu-ka’ (whois...)

" ...-wadoko-desu-ka’ (whereis...)
other “ ...-wa dou-desu-ka” (how about ...)

» Questions classified into factoid are treated as other in the
system with a monolithic architecture (i.e. forstl).
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Detailed Technigues

« Document retrieval with query expansion using Web
(described later)

* The type-by-type approach (forst2)

— Definition-type and Other-type questions are processed by the
almost same system as forstl.

— Subsystem for why-type questions
» Retrieves fixed length passages (3 sentences)
» Utilize relative position of the passage to the key sentence

— Subsystem for how-type questions
» Detection of focused predicate.

» Paraphrasing relative clause with the focused predicate in order
to dynamically generate lexico-syntactic patterns of writing style.

* The monolithic approach (forstl, described later)
— Score of key sentences in terms of writing style
— Passage retrieval using lexical chains
— Answer selection: scoring and redundancy reduction




Document retrieval

with query expansion using Web
to improve the coverage of topic-related documents

1. Retrieve top L snippets from a Web search engine
by submitting keywords.

2. Give a “word score” to each word in snippets, and
select top M words as additional keywords.

SCOTeyord (W) = frﬁqsnimmi{w:] - IDFpp(w)

3. Perform document retrieval with a in-house tf*idf/\VSM-
based search engine in three settings
a. Ordinary search with the original keywords
b. “AND” search with the original keywords
c. Ordinary search with original keywords with the weight 1.0 and
additional keywords with the weight 0.5
4. Merge retrieved documents and give a normalized
document score to each document:
w( ;) - sim(Q, ;)
maxg{w(d) - sim(Q,d)}

: _ 1.0 obtained by (a)
w(Di) = {z.u by (b) or (¢)

scoregae (1)




Answer candidate and Its score

 Answer candidate = passage Document
e Scoring answer candidates /score
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Score of appropriateness
In terms of writing style

Lexico-syntactic patterns that represent the clue of
anwers for each guestion type.

Each pattern has a score of appropriateness ([0,1]),
which is assigned to matched sentences.

Definition-type and how-type: each pattern is generated
from one of templates that has a slot which will be filled
by a question target.
— Examples
Definition-type: <target> ? .+<QFocus>
(<target>is a <QFocus> that .+)
Why-type: <focusedPred> ? .+ <ReasonExp>

(.+ <focusedPred> .+, <ReasonExp> .+)

How-type and other-type: instead of patterns, it is
examined whether compound nouns or focused
predicates in the question appear in the sentences.




Passage retrieval using lexical
chains (1/2)

e Lexical chain
— A sequence of semantically related words in a text.
— Used for capturing a portion of the cohesive structure of the text.
— We utilize it to retrieve passages related to the topic of question.

» Lexical chainers [Mochizuki 00]
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Passage retrieval using lexical
chains (2/2)

Mochizuki’'s method [Mochizuki 00] detects a portion of
text as a passage if all sentences of the portion are
covered by at least one lexical chain.

— The method tends to extract longer passages.

Our method: more moderate

1. Calculate “density of lexical chain” for each sentence, and
select sentences whose density are maximal. (The centers of
passages S,

2. Determine the extent (S,..., S) of passage for each center S,
of passage according to the density of sentences adjacent to
the center.

8 = min{jlj <vVk <c
| densttyyin( Sk, Se) = densitiypin H,r' o) =

Ry - density(S:1)} density(S,) L? — |j—c|*/2
- d "__I :

e = max{m|e <%k <m
(densitypin Sy, Sc) = 14
Ry - density(5.))}




Answer selection (1/2)

. . Document
e Scoring answer candidates /score
score Ao (AC) = «- scorege(doc(AC)) Passage
+ 3 - score,(AC) .— score
+ - .E:L{Ht;#?m[ﬂ[:} Score of
AC . writing style
(Answer Retrieved document| |Passage relevant to
Candidate) | the topic of question
\ [ | :
i '\\\ Appropriate
writing style
7

 Redundancy control by clustering- based
summarization
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Answer Selection (2/2)
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Runs at NTCIR-6 QAC

 forstl: a monolithic architecture
 forst2: a type-by-type architecture
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Other (detected as factoid)
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Both systems have better
performance for definitional Qs.
There are more answers in B
judgment than C. The systems
return longer answers than
expected.

While forstl is better for how-type

Qs, forst2 is better for why-type Qs.
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Forstl and forst2%found at
least one partially correct
answer for 73% and 50% of
Qs, respectively.

The main reason of difference
of two systems lies in the
guestions detected as factoid.
It is caused by the failure of Q.
classification.

Number of Question

Number of questions
with judgment

v Performance overview in

terms of question coverage

\
|forst2f— -

80
70
60
50
40
30
20




MRR
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Performance of question
classification

Many of non-
factoid questions
are incorrectly
classified into the
type of factoid.

While forst2 is
affected by the
failure, forstl is
not affected
because it treats
all questions as
non-factoid type.

In actual
Situation, we
have to have
better question O factoid ey
classification. Actual Q. type

Number of questions

Detected

Q. type




QAC4-00036-00:

e Forstl
—A

—B

(What is the wiretap law?)

23




QAC4-00036-00:

e Forst2
— A

—B

(What is the wiretap law?)
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QAC4-00010-00:
(Why is an airport necessary in Kobe?)

e Forstl
—A

—B
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QAC4-00010-00:
(Why is an airport necessary in Kobe?)

e Forst2
— A
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Concluding remarks

e Two types of approaches

— A monolithic architecture

* retrieves answer passages related to a question using lexical
chain

— A type-by-type architecture with four subsystems

 The former approach has better performance
than the latter.

v Passage retrieval using lexical chains and the scoring
function work well.

v’ But the failure of the latter approach is mainly due to
the failure on the question-type classifier.
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