Using Unigram and Bigram Language Models
for Monolingual and Cross-Language IR

Lixin Shi and Jian-Yun Nie

( X J
Dept. d'Informatique et de Recherche Operatlonnelle. oo

Université de Montréal -
Q [ X X )

The difference between East-Asian and
most European languages

e A common problem in East-Asian languages
(Chinese, Japanese and Korean to some extent)
is the lack of natural word boundaries.

e For information retrieval, we have to determine
the index units first.
— Using word segmentation
— Cutting sentence into n-grams
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Word segmentation

e Based on rules, dictionaries and/or statistics

® Problems for information retrieval

— Segmentation Ambiguity: The same string can be
segmented into different words

e.g. “RIEPHZK" >
ZiJEEP(developlng)/ILIz:(country?
A JEE (development)/H m|dd|e)/|L 2 (country)
& Ji& (development)/H: [¥ (China)/ % (family)
— If adocument and a query are segmented into different
words, there may be mismatch.

— Two different words may have the same or related
meaning, especially when they share come common
characters.

Jp8 % (office) « 02> #(office building)
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Cutting the sentence into n-grams

e Need not any linguistic resource

e The utilization of unigrams and bigrams has been
investigated in several previous studies.
— As effective as using a word segmentation

e The limitation of previous studies
— N-grams only used in monolingual IR

— Integration of n-grams and words in retrieval models
(vector space model, probabilistic model, etc) other than
language modeling (LM)
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We focus on :
® Using words and n-grams as index
units for monolingual IR under LM
frame work.
e Using words and n-grams as translation
units in CLIR
— we only tested for English-Chinese CLIR
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Mono-lingual IR

e Chinese text input

e Segmentation into words or n-grams (indexing units)
— Various approaches to word segmentation (e.g. longest matching)
— Overlapping n-grams

e Eg. NG BT R %

Word: i /M N/AG BT/ &
or: B/ NIA BT B %

Unigram: T /5/W0/ N 47/ BT/ /8%
Bigram: R /BN NAIA BB TR R

e Score function in language modeling similar to other languages
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LM approach to IR se
e Query-likelihood retrieval model:
(1) Build a LM for each document
(2) Rank in the probability of document model generating
query Q (Ponte&Croft'98, Croft'03)
P@ID)=]]P(g D)
€0
e KL-divergence:
(1) Build LMs for document and query, (2) determine the
divergence between them (Lafferty&Zhai’01,’02)
Score(D.Q) = —KL(6, 18,) =3 P(wl6,)log - 1%
core(D,Q)=— =— w og— ¢
oI m T T b 1a,)
P(W|Hu)=ﬂ'P(W|d)+(1—/1)P(W|C) Smoothing
P(wl 9Q) =c(w,q)/Iql Maximum Likelihood Extimation/i
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LM approach to CLIR
e For KL-divergence model (Kraaij et al’'03)
P(w16,)=P(t,18,) =) P(s,.1,16,)
= P 15,.6,)P(s,16,)
= th(tl. Is)P(s;16,)

where  is a term in document (target) language; s in query
(source) language; 1(z]s;) is translation model.
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Cross-Language IR :
* Translation between query and document languages
* Basic approach: translation query
— MT system
— Bilingual dictionary
— Parallel corpus
+ Train a probabilistic translation model from
parallel corpus, then use the TM for CLIR
(Nie et al'99, Gao et al'01,’02, Jin&Chai’05)
3. Using different indexing
units
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Different indexing units

e Single index
) ) AR
— Unigram (single character) U: BB R

_ Bigram B: 16 A BB e 4
9 W A/ R A e
— Word

Score(D,0)=—-KL(6, 11 6,))

e Problems with single index
— Words can be segmented in different ways
— Closely related words cannot match
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Combining different indexes

® Combine words with characters or bigrams and characters
— Merging indexes
+ WU:Word & Unigram - [0 REREEEE e
+ BU: Bigram & Unigram BU: [#4/ A B/ 5/ 543% A8 AR 40 %
— Multiple indexes
+ B+U: Interpolate Bigram and Unigram

/'QU - _KL(QusDu) -« U‘\

D
w0, > -KLQ,.D,) <« p

Score(D,Q) = ZiOI,Scorei(D,Q)
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Experiment Setting

NTCIR3/4 NTCIR5/6
Collections #doc (KB) Collections #doc(KB)

Cn CIRBO11 CIRB020 381 CIRB040r 901
Mainichi98/99 Mainichi00/01r

T Yomiuri98+99 394 Yomiuri00+01 858
Chosunilbo98/99 Chosunilbo00/01

Kr Hankookilbo 254 Hankookilbo00/01 220

NTCIR3 NTCIR4 NTCIR5 | NTCIR6
Numbers of topics 50 60 50 50
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Using different index units for C/J/K
monolingual IR on NTCIR4/5

Means Average Precision (MAP)
Run U B W BU WU 0.3B+0.7U
Rigid | Relax | Rigid | Relax | Rigid | Relax | Rigid | Relax | Rigid | Relax | Rigid | Relax

C-C-T-N4 1929 | 2370 | .1670 | .2065 | .1679 | .2131 | .1928 | .2363 | .1817 | .2269 | .1979 | .2455

C-C-T-N5 | .3302 | .3589 | .2713 | .3300 | .2676 | .3315 | .2974 | .3554 | .3017 | .3537 | .3300 | .3766

J-J-T-N4 2377 | .2899 | 2768 | .3670 - - 2807 | .3722 - - .2873 | .3664
J-J-T-N§ 2376 | 2730 | 2471 | 3273 - - 2705 | .3458 - - .2900 | .3495
K-K-T-N4 | 2004 | .2147 | 3873 | 4195 - - 4084 | 4396 - - 3608 | .3889
K-K-T-N5 | 2603 | .2777 | .3699 | .3996 - - .3865 | 4178 - - .3800 | .4001

e Surprisingly, U is better than B and W for Chinese
e Interpolating unigram and bigram (B+U) has the best
performance for Chinese and Japanese.

¢ However, BU and B are the best for Korean.
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Analysis of monolingual IR results

e NTCIR 5 Topic 18

JH HE VR U I £% (Tobacco business, accusation, compensation)
Word: Jlil % 1 (Tobacco business) 1 (accusation) I (compensation)
Unigram (0.7659) > Word(0.1625)

The relevant document udn_xxx_20000716_0463237 includes H %, 23 w] ME#,
ZF0 HH R, but cannot match A .

It’s ranked 4" with unigram index, but 62" with word index.

e NTCIR 5 Topic 24
— 2 OWF M % 4 A % B L E (Economy class, syndrome, flight)
Word: £ (economy) Zi{53iE (syndrome) fi(wait) fJi3E(flight)
Ubigram(.7607)>Word(0.0002)
“LEEIER. is segmented into “./ZE{TEAR).”
It cannot match “Ji{%” (syndrome).
The irrelevant document udn_xxx_20011227 1251132 is retrieved only due to
LRI,

e The combination of unigrams with words or bigrams help solve these
problems
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The results of CJK monolingual IR on NTCIR6 ¢

RALI without pseudo RALI with pseudo Average MAP of all NTCIR6

Run-id feedback feedback runs
Rigid Relax Rigid Relax Rigid Relax
C-C-T 2139 3022 .2330 .3303 2269 3141
C-C-D 1671 2376 2031 .2907 2354 3294
J-J-T 2426 3171 2576 3343 2707 3427
J-J-D 1877 .2485 2292 3052 .2480 3214
K-K-T 3332 .3939 .3460 4130 3833 4644
K-K-D 2623 .2970 3287 3945 3892 4678

Our submission: Chinese&Japanese: U+B; Korean K-K-T:BU, K-K-D:U
Our results are lower than average MAPs of NTCIR6:
— We only aimed to compare index units using the basic IR technique

— After apply a simple pseudo relevance feedback the results become more
comparable to average MAPs.

e Globally, combining n-grams is a reasonable alternative to word segmentation
e (This is not new.)
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4. Using different translation
units

Existing approaches

e Translating English words to Chinese words
e Possibly cutting Chinese words into n-grams
® Then monolingual retrieval in Chinese

® Problem:

— Coverage of Chinese words in the linguistic
resources (dictionary, parallel corpus)

— Variation of spelling in Chinese
— Possible solution: also translating into n-grams ?
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Using different translation units

English/Chinese Parallel Corpus
“history and civilization™ Il “[Jj 52 3C W]

Iyl iyl English Word
history / and / civilization history / and / civilization ﬁ
11 g 5/ 52 3215 W) W 3/ 521 3C/W] *Chinese Word
: *Chinese Unigram
gl : 1L «Chinese Bigram
BigrameLigram
L1 11l
TM (word-to-bigram): TM (word-to-unigram):
p(L7 &l history) p(Mhistory)
p( & Khistory) p(history)
p( X Whistory) p(Khistory)
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Using different translation units

Translate English Query Chinese Documents

QY tu,le)Ple,1Q) T Dy,
e ‘
N

0y: Y b 1e)Pe,10) D,

0 D

\/

e Using the best translation and index unit
o Combine multiple index units in the same way as in monolingual IR
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Bilingual Linguistic Resources

e An English-Chinese parallel corpus mined from Web
automatically

— From 6 websites: United Nations, Hong Kong, Taiwan, and
Mainland China

— About 4,000 pairs of pages

— After sentence alignment, we have 281,000 parallel
sentence pairs

e LDC English-Chinese bilingual dictionaries
— 42,000 entries

e Select N-lgl best translations from TM for each
query ¢
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English to Chinese CLIR result
on NTCIR 3/4/5

U B w BU 0.3B+0.7U
Rigid | Relax | Rigid | Relax | Rigid | Relax | Rigid | Relax | Rigid | Relax
E-C-T-N3 | .0928 | .1106 | .0805 | .0985 | .0898 | .1080 | .0938 | .1102 | .1021 | .1170
E-C-D-N3 | .0900 | .1149 | .1037 | .1333 | .1163 | .1315 | .1116 | .1370 | .1226 | .1439
E-C-T-N4 | .0935 | .1060 | .0872 | .1004 | .0746 | .0897 | .1042 | .1194 | .1018 | .1180
E-C-D-N4 | .0921 | .1021 | .0774 | .0897 | .0727 | .0893 | .0935 | .1076 | .1017 | .1173
E-C-T-N5 | .1533 | .1727 | 1245 | .1512 | 1317 | .1566 | .1632 | .1970 | .1655 | .1916
E-C-D-N5 | .1676 | .1792 | .1158 | .1369 | .1254 | .1492 | 1629 | .1844 | .1776 |.1946

* U still works better than B and W (except E-C-D-N3)
e B+tU>BU>U>B,W

® Using bigrams and unigrams as translation units is a
reasonable alternative to words.
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Analysis of CLIR result

> NTCIRS5 Topic 18: Tobacco bysinesséaccusation, compensation
(MRS, WRaR, RS
> MAP(BU)=0.1164 > MAP(W)=0.0044
* Query translated by Bigram&Unigram TM:

£ 0.2601 1 0.2531 202127 302018
Ak 0.1788 M 0.1254 R 0.1121 #2857 0.1042
1 0.0930 J% 0.0926 $0.0795 £ 0.0641
4Nk 0.0639 45 0.0638 £ 0.0602 £ 0.0553
#0.0547 (1945 0.0545 W% 0.0537 2 0.0497

B 0.0484 %% 0.0408 .

e Query translated by Word TM
¥ 57 5 0.3523 4Hi 0.3453 #ME 0.3349 £Vl 0.1923
Wi 0.1772  #:#$0.1558  MH 0.1260 /432 0.1018
W% 0.0944 #%0.0877 Gk 0.0801  ’ERE 0.0797
i 0.0778 JHih 0.0728 7 0.0618 4% 0.0547
#7°0.0540 @l 0.0536 A7 0.0476  Hi 0.0462
40k 0.0456 #4141 0.0415 ...
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5. Conclusion and future work

Conclusion

® Our experimental results show that n-grams are generally
as effective as words for monolingual and Cross-language
IR in Chinese. For Japanese and Korean, n-grams
approaches are comparable to the average results of
NTCIRG.

® We tested creating different types of index separately, then
grouping them during the retrieval process. We found that
this approach is slightly more effective for Chinese and
Japanese.

e Overall, n-grams can be interesting alternative
indexing and translation units to word.
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Future work

® We noticed that a type of index unit has variable
effectiveness for different queries.

* Not reasonable to assign the same weight to a
type of index for all queries

e Future work:
— Make the weight dependent on query words.
— Better parameter tuning methods
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