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Abstract

In this paper, a multilingual cross-lingual in-

formation retrieval (CLIR) system is presented 

and evaluated in NTCIR-6 project.  We use the 

language-independent indexing technology to proc-

ess the text collections of Chinese, Japanese, Korean, 

and English languages.   Different machine transla-

tion systems are used to translate the queries for bi-

lingual and multilingual CLIR.  The experimental 

results are discussed to analyze the performances of 

our system.  The effectiveness of query translations 

for bilingual and multilingual CLIR is discussed.  In 

the evaluations, the English version of topics per-

formed better CLIR results to retrieve the Korean 

text collections than the Chinese version did.  How-

ever, the Chinese version of topics performed better 

cross-language information retrieval results to re-

trieve the Japanese text collections than the English 

version did.  

Keywords: Cross-Language Information Retrieval, 

Multilingual Information Retrieval, Bigram.

1 Introduction 

Cross language information retrieval (CLIR) 

deals with the use of queries in one language to 

access documents in another.  Due to the differ-

ences between source and target languages, query 

translation is usually employed to unify the lan-

guage in queries and documents.  Some different 

approaches have been proposed for query transla-

tion. Dictionary-based approach [1] exploits ma-

chine-readable dictionaries and selection strategies 

like select all, randomly select N and select best N.  

Corpus-based approaches exploit sentence-aligned 

corpora and document-aligned corpora.  These two 

approaches are complementary.  Dictionary pro-

vides translation candidates, and corpus provides 

context to fit user intention. Coverage of diction-

aries, alignment performance and domain shift of 

corpus are major problems of these two ap-

proaches.  Hybrid approaches [2, 3, 4, 5] integrate 

both lexical and corpus knowledge.  A synset-

based approach [6] is proposed to use an auto-

matically constructed English-Chinese WordNet  

for Chinese-English information retrieval.
This paper discusses our participation in the 

Cross-Lingual Information Retrieval (CLIR) task at 

NTCIR-6 [14].  We participated in monolingual in-

formation retrieval (SLIR), bilingual information 

retrieval (BLIR) and multilingual information re-

trieval (MLIR) subtasks of the NTCIR-6 CLIR task.  

Our main goal is to develop a CLIR system which 

can handle as many languages as possible even with 

limited resources for query translations.  Our system 

can handle the documents in four languages included 

Chinese(C), Japanese(J), Korean(K), and English(E) 

and the multilingual (CJKE) text collections.  Since 

the Asian languages have the different morpheme 

schemes, different word segmentation systems are 

used for Chinese, Japanese, and Korean language 

processing [7, 8, 9, 10, 11, 12, 13, 16]. 

For CLIR, our system can process queries in 

Chinese, Japanese, Korean, and English.  We submit-

ted the search results for the following combinations 

in NTCIR-6 CLIR task. 

SLIR: C -> C 

BLIR: C -> J, C -> K 

BLIR: E -> C, E -> J, E -> K 

MLIR: C -> CJK 

MLIR: E -> CJK 

As a first-time participant at NTCIR, we focused 

on the effectiveness of query translations with differ-

ent machine translation systems for bilingual and 

multilingual cross-language information retrieval.  

Our main aims for participating in the BLIR and 

MLIR tasks are as follows:  

• Study the effectiveness of bigram indexing 

method for Chinese, Japanese, and Korean.  ����
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• Study the effectiveness of CLIR using different 

machine translation (MT) systems. 

• Study the effectiveness of Multilingual CLIR (E-

CJK and C-CJK). 

This paper is organized as follows. Section 2 

describes the process of our CLIR system. Section 

3 presents the experiments and the evaluation  

results.  Finally Section 4 concludes the remarks.

2 System Description 

The system uses bigram-based indexing for Chi-

nese, Japanese, and Korean text collections.   Several 

machine translation systems are used to translate the 

source languages to target languages.  Language 

model is used for retrieval document scoring, and the 

pseudo-relevance feedback is used for query expan-

sion.   In multilingual IR, the results of SLIR and 

BLIR for the same query are merged to obtain the 

retrieval results.  For example, Figure 1 shows the 

processing of Chinese-Japanese cross-language in-

formation retrieval. 

Japanese Text 

Collections

Tokenization

bigrams

Indexing

Index DB

Chinese Topic

Tokenization

bigrams

Retrieval

Japanese Topic

Figure 1. The processing of Chinese-Japanese 

CLIR

As a newly established research group, we adapted 

one of the available open source information retrieval 

systems for our researches.  Lemur [15] and Lucene 

become the candidates for IR search engines.  We 

used the Lemur toolkit developed by the Computer 

Science Department at the University of Massachu-

setts and the School of Computer Science at Carnegie 

Mellon University.  There are several reasons to 

adopt the Lemur toolkit, including: 

(1) It supports large-scale text collections to index 

and retrieve. 

(2) This system is designed as a research system, 

and it accepts the TREC document format.  It is very 

convenient for the TREC-type information retrieval 

experiments. 

(3) It supports the UNICODE coding and UTF-8 

document format, which used for the multilingual 

text collections.  

(4) The source codes of the toolkit are developed 

in C and C++, and supported for different operating 

systems included UNIX, Linux, and Windows.    

2.1 Tokenization 

The first task for Chinese, Japanese, and Korean 

information retrieval, is text segmentation since there 

are no word boundary in Chinese, Japanese, and Ko-

rean texts.  The bi-gram text segmentation and word 

segmentation have been widely used to parse the to-

kens and words of text collections. 

Because the Asian languages have the different 

morpheme schemes, different word segmentation 

systems are needed for Chinese, Japanese, and Ko-

rean language processing.  We adopt the language 

independent technique of character bigram.  The in-

dexing unit is a pair of adjacent characters.  For ex-

ample, the string “ ” is indexed as the 

five tokens “ ”, “ ”, “ ”, “ ”, and “

”. 

In information retrieval, the punctuation marks and 

special characters are generally meaningless.  There-

fore, the system filters out these symbols before in-

dexing and retrieval tasks.   Because Chinese, Japa-

nese, and Korean used double-byte language coding, 

these symbols could be represented in ASCII or in 

different double-byte codes of these languages.  After 

tokenization, the Lemur toolkit is used to index the 

document collections. 

2.2 Query Processing and Translation 

In the monolingual information retrieval, the 

query is generated from the selected field(s) of the 

original topic and then parsed as the stream of bi-

grams.   In bilingual and multilingual information 

retrieval, the topics in source languages are first 

translated to target languages using different machine 

translation systems.  The Internet Passport MT sys-

tem is used for Chinese-Japanese, Chinese-Korean, 

and English-Chinese query translations.  The online 

WorldLingo MT system is used for the English-

Japanese, and English–Korean query translations.  

Because of the coverage of bilingual lexicons, some 

worlds (e.g. E-Commerce and Nanotechnology) can-

not be translated to target languages in these machine 

translation systems. ����
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3 Experiments

We participated in the STAGE1 and STAGE2 of 

the NTCIR-6 CLIR task.  Our CLIR retrieval ex-

periments consist of the SLIR, BLIR, and MLIR 

tasks.

3.1 Test Collection 

The document sets for STAGE1 and STAGE2 of 

the NTCIR-6 CLIR task consisted of news articles 

from 2000 to 2001 in Traditional Chinese, Japanese, 

and Korean.  Table 1 shows the sizes and the num-

bers of documents for the collections.   Figure 2, 3, 

and 4 are the sample documents for Chinese, Japa-

nese, and Korean.   The language of each document is 

indicated in the <LANG> field.   

Table 1.  Document sets for STAGE1 and 

STAGE2 of the NTCIR-6 CLIR Task 

Language Size (in MB) No. of Documents 

Chinese 1113.5  901,446 

Japanese 1078.2 858,400 

Korean   333.3 220,374 

Figure 2.  A sample Chinese document of NTCIR-6 

Figure 3.  A sample Japanese document of NTCIR-6

Figure 4.  A sample Korean document of NTCIR-6

3.2 Tokenization and Indexing 

Table 2 shows the sources, the number of 

documents, the number of bigram tokens, and the size 

of bigram for the STAGE1.   The document collec-

tion consisted of the news articles from various news 

agencies.   Table 3 shows the sources, the number of 

documents, the number of bigram tokens, and the size 

of bigram for different topic sets of STAGE2.   

Table 2. The Statistics of Document Collection 

for STAGE1 and STAGE2 
Sources No. of 

Docs

No. of  

Bigram

Size of  

Bigram

Chinese 2000-

01

901,446 385,901,067 2,080.6 MB

Japanese

2000-01

858,400 388,357,968 2,231.5 MB

Korean 2000-

01

220,374 78,993,015 495.6 MB

Table 3. The Statistics of Document Collection for 

STAGE2 

(a) For NTCIR-5 Topics Sets 

See Table 2. 

(b) For NTCIR-4 Topics Sets 
Sources No. of 

Docs

No. of  

Bigram

Size of 

Bigram

Chinese 

1998-99
381,681 190,424,639 1028.1 MB

Japanese

1998-99
596,058 299,222,825 1704.4 MB

Korean

1998-99
254,438 95,273,991 616.2 MB

(c) For NTCIR-3 Topics Sets 
Sources No. of 

Docs

No. of  

Bigram

Size of 

Bigram

Chinese 

1998-99
381,681 190,424,639 1028.1 MB

Japanese

1998-99
220,078 110,103,227 623.7 MB

Korean

1994
66,146 19,335,891 77.5 MB����
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3.3 Queries 

We participated the SLIR, BLIR, and MLIR tasks 

for the multilingual cross-language information re-

trieval. The Chinese and English versions of the top-

ics are used for BLIR tasks (E-C, E-J, E-K, C-J, C-K) 

and MLIR tasks (E-CJK, and C-CJK).  Figure 5 lists 

the Chinese and English versions of the topic 004. 

(a) Chinese version 

(b) English version

Figure 5.  Chinese and English versions of the 

topic 004 

Two different queries are derived from the same 

topic to compare the retrieval performance.  

T-run: the short query from the topic’s title, i.e., 

the content of the <title> field; 

D-run: the long query from the topic’s descrip-

tion, i.e., the content of the <desc> field 

Table 4.  Examples of Chinese Queries 

Original Query Bigram 

WTO  WTO 

In monolingual information retrieval (SLIR), the 

queries are parsed to generate the bigram patterns for 

retrieving the relevant documents.  Table 4 shows the 

results of some examples of Chinese queries. 

3.4 Results and Discussion 

Experimental results are retrieved using the 

Okapi model with pseudo relevance feedback.  Be-

cause of the first participation and the coding issues 

of the text collections in our experiment included 

three different languages (Chinese, Japanese, and 

Korean), we spent lots of time to solve the problem 

of language coding and translate the queries for BLIR 

tasks (E-C, E-J, E-K, C-J, C-K) and MLIR tasks (E-

CJK, and C-CJK).  For STAGE1, only two runs are 

obtained for Chinese-Japanese CLIR.  The results of 

our experiments are shown in Table 5.   The rele-

vance judgments provided by NTCIR are at two lev-

els: rigid relevance and relax relevance, the former is 

strictly relevant but the last is likely relevant. 

Table 5.  Official evaluation results of

AINLP runs C-J-T-01 C-J-D-02

Relax Judgment (MAP) 0.1270  0.0851 

Rigid Judgment (MAP) 0.1051  0.0619 

For STAGE2, some tools have been developed 

to perform more runs of the BLIR and CLIR tasks. 

The official evaluation results of STAGE2 are shown 

in Table 6.  In our experiments, 8 runs are submitted 

for NTCIR-6 N3 topics, 14 runs are submitted for 

NTCIR-6 N4 topics, and 8 runs are submitted for 

NTCIR-6 N5 topics.  In order to evaluate the MLIR, 

our experiments obtained the SLIR results first and 

then the results of BLIR tasks.  For example, 2 runs 

are performed for Chinese SLIR of the N4 topics.  

For C-J and C-K BLIR, 4 runs are performed.   The 

results of C-C, C-J, and C-K runs are merged to ob-

tain the retrieval results of MLIR (C-CJK) task.  The 

raw-score merging strategy is used to sort the multi-

lingual results by their original similarity scores. 

The Internet Passport MT system is used for the 

bilingual Chinese-Japanese, Chinese-Korean, and 

English-Chinese query translations.  The online 

WorldLingo MT system is used for the English-

Japanese and English–Korean query translations.   

From the viewpoint of cross-language information 

retrieval, WorldLingo system performed better Eng-

lish–Korean translation than the Chinese–Korean 

translation using the Internet Passport MT system.  

Especially in N5 topics, the performances of English-

Korean BLIR using WorldLingo MT system is twice 

of the ones of Chinese-Korean BLIR using Internet 

Passport MT system.  But the Internet Passport MT 

system performed better Chinese–Japanese transla-

tion than the English-Japanese translation using 

WorldLingo MT system.  Comparing the results of 

SLIR, the differences of the performances of the ����
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short queries (T-runs) and the long queries (D-runs) 

are not significant for bigram indexing.  Our experi-

ments have the better performances in the C-C, E-C, 

C-K, C-CJK, E-K, E-CJK tasks.   Because of the 

coverage of bilingual lexicons in the MT systems, the 

translations of unknown words introduced the prob-

lems in BLIR and MLIR.  

4 Conclusion

In this paper, we discuss the effectiveness of query 

translations with different machine translation sys-

tems for bilingual and multilingual cross-language 

information retrieval.  The language-independent 

technology - bigram indexing method, is used to 

process the text collections of various languages.   In 

the experimental results, we can find that the English 

version of topics performed better cross-language 

information retrieval results to retrieve the Korean 

text collections than the Chinese version did.  How-

ever, the Chinese version of topics performed better 

cross-language information retrieval results to re-

trieve the Japanese text collections than the English 

version did.  In the future, we will involve combining 

the word-based indexing methods, the dictionary-

based query translations, and the translation disam-

biguation using co-occurrence relationships to im-

prove our multilingual (E-CJK and C-CJK) cross-

language information retrieval system. 
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Table 6.  Official evaluation results of STAGE2 

 AINLP map ALL 

 Relax Rigid runs 
Relax Rigid 

min max med ave min max med ave 

C-C-T-01 0.2924 0.2318 0.1123 0.3645 0.2997 0.2847 0.0952 0.2825 0.2349 0.2232 

C-C-D-02 0.2753 0.2204 0.1102 0.3953 0.2637 0.2822 0.0942 0.3247 0.2098 0.2291 

C-J-T-01 0.1593 0.1225 0.0000 0.3855 0.1166 0.1807 0.0000 0.3276 0.1192 0.1580 

C-J-D-02 0.1684 0.1309 0.0000 0.4285 0.2667 0.2362 0.0000 0.3616 0.2107 0.1977 

E-C-T-01 0.1509 0.1213 0.0741 0.2027 0.1202 0.1237 0.0588 0.1609 0.1086 0.1035 

E-C-D-02 0.1242 0.0938 0.0663 0.2145 0.1305 0.1293 0.0514 0.1753 0.1048 0.1047 

E-J-T-01 0.1294 0.1022 0.0000 0.3811 0.3060 0.2383 0.0000 0.3348 0.2547 0.2040 

N3

E-J-D-02 0.2098 0.1753 0.0000 0.4386 0.3189 0.2802 0.0000 0.3701 0.2672 0.2357 

C-C-T-01 0.2021 0.1687 0.1093 0.3085 0.2319 0.2269 0.0912 0.2524 0.1861 0.1841 

C-C-D-02 0.1905 0.1424 0.1041 0.3174 0.2145 0.2212 0.0817 0.2538 0.1713 0.1746 

C-J-T-01 0.1608 0.1164 0.0000 0.4450 0.1073 0.1756 0.0000 0.3629 0.0780 0.1383 

C-J-D-02 0.1537 0.1072 0.0000 0.4193 0.2340 0.2086 0.0000 0.3295 0.1710 0.1582 

C-K-T-01 0.0325 0.0314 0.0325 0.0549 0.0437 0.0437 0.0314 0.0504 0.0409 0.0409 

C-K-D-02 0.0313 0.0304 0.0313 0.0422 0.0368 0.0368 0.0304 0.0377 0.0341 0.0341 

C-CJK-D-02 0.1074 0.0683 0.1074 0.1074 0.1074 0.1074 0.0683 0.0683 0.0683 0.0683 

E-C-T-01 0.0935 0.0834 0.0776 0.1847 0.1048 0.1138 0.0606 0.1506 0.0926 0.0985 

E-C-D-02 0.0729 0.0619 0.0729 0.1924 0.0956 0.1089 0.0535 0.1427 0.0822 0.0894 

E-J-T-01 0.1381 0.0989 0.0000 0.4610 0.3627 0.2834 0.0000 0.3599 0.2681 0.2171 

E-J-D-02 0.1453 0.1132 0.0000 0.4512 0.3848 0.2852 0.0000 0.3500 0.2993 0.2218 

E-K-T-01 0.0417 0.0387 0.0417 0.0417 0.0417 0.0417 0.0387 0.0387 0.0387 0.0387 

E-K-D-02 0.0647 0.0583 0.0647 0.0647 0.0647 0.0647 0.0583 0.0583 0.0583 0.0583 

N4

E-CJK-D-02 0.0860 0.0609 0.0860 0.0860 0.0860 0.0860 0.0609 0.0609 0.0609 0.0609 

C-C-T-01 0.3642 0.3050 0.3233 0.4929 0.3795 0.4013 0.2767 0.4361 0.3341 0.3483 

C-C-D-02 0.3652 0.2970 0.2953 0.4889 0.3756 0.3850 0.2384 0.4240 0.3112 0.3233 

C-K-T-01 0.1339 0.1107 0.0233 0.1339 0.0786 0.0786 0.0203 0.1107 0.0655 0.0655 

C-K-D-02 0.0852 0.0732 0.0234 0.0852 0.0543 0.0543 0.0162 0.0732 0.0447 0.0447 

E-C-T-01 0.1799 0.1609 0.1262 0.3060 0.1759 0.1848 0.1150 0.2379 0.1469 0.1544 

E-C-D-02 0.1864 0.1549 0.1401 0.2933 0.1833 0.1966 0.1279 0.2423 0.1532 0.1659 

E-K-T-01 0.2708 0.2225 0.2708 0.5441 0.4075 0.4075 0.2225 0.4912 0.3569 0.3569 

N5

E-K-D-02 0.3148 0.2780 0.3148 0.5571 0.4360 0.4360 0.2780 0.4936 0.3858 0.3858 
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