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Abstract

Although Average Precision (AP) has been the most
widely-used retrieval effectiveness metric since the ad-
vent of Text Retrieval Conference (TREC), the general
belief among researchers is that it lacks a user model.
In light of this, Robertson recently pointed out that AP
can be interpreted as a special case of Normalised Cu-
mulative Precision (NCP), computed as an expectation
of precision over a population of users who eventu-
ally stop at different ranks in a list of retrieved docu-
ments. He regards AP as a crude version of NCP, in
that the probability distribution of the user’s stopping
behaviour is uniform across all relevant documents.

In this paper, we generalise NCP further and
demonstrate that AP and its graded-relevance version
Q-measure are in fact reasonable metrics despite the
above uniform probability assumption. From a proba-
bilistic perspective, these metrics emphasise long-tail
users who tend to dig deep into the ranked list, and
thereby achieve high reliability. We also demonstrate
that one of our new metrics, called NCU gu,β=1, main-
tains high correlation with AP and shows the highest
discriminative power, i.e., the proportion of statisti-
cally significantly different system pairs given a con-
fidence level, by utilising graded relevance in a novel
way. Our experimental results are consistent across
NTCIR and TREC.

Keywords: evaluation metrics, average precision,
graded relevance, user model, normalised cumulative
utility.

1 Introduction

After the advent of Text Retrieval Conference
(TREC), evaluating ranked retrieval systems using test
collections with Average Precision (AP), or its Mean
across topics (MAP), has become the de facto stan-
dard. In words, the meaning of AP is as follows:
Examine a ranked list from the top and, every time
you find a relevant document, compute precision at
this point, i.e., the proportion of relevant documents

among the documents seen so far. Take the average of
the precision values over all relevant documents: For
relevant documents that are not retrieved, let the preci-
sion values be zero.

AP has received some criticisms, one of them being
that it “lacks a user model.” For example, Buckley and
Voorhees remark that “there is no single user applica-
tion that directly motivates MAP” ([2], p. 59). Moffat,
Webber and Zobel [11] argue that “there is no plausi-
ble search model that corresponds to MAP, because no
user knows in advance the number of relevant answers
present in the collection they are addressing.” How-
ever, Robertson has recently pointed out that AP can
be interpreted as a special case of Normalised Cumu-
lative Precision (NCP), computed as an expectation of
precision over a population of users who eventually
stop at different ranks in a ranked list of retrieved doc-
uments. He regards AP as a crude version of NCP, in
that the probability distribution of the user’s stopping
behaviour is uniform across all relevant documents.

In this paper, we generalise NCP to introduce a fam-
ily of metrics called Normalised Cumulative Utility
(NCU), some of which are arguably more “realistic”
than AP. First, in addition to the uniform probability
distribution of AP, we consider a rank-biased distribu-
tion that reflects the assumption that users tend to stop
at a relevant document near the top of the ranked list
rather than one near the bottom, and a graded-uniform
distribution that reflects the assumption that users tend
to stop at a highly relevant document rather than at
a partially relevant document. Second, to generalise
precision which AP uses as the utility function given
the user’s stopping point, we use an alternative that
can handle graded relevance: the blended ratio [14].
Using data from both NTCIR and TREC, we examine
the family of NCU metrics in terms of rank correla-
tion and discriminative power, i.e., the proportion of
statistically significantly different system pairs given a
confidence level [15].

Our main conclusion is that AP and its graded-
relevance version Q-measure [14] are reasonable met-
rics despite the fact that they rely on a uniform distri-
bution across all relevant documents, as most of our
new variants do not demonstrate any perceivable ad-
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vantages. In particular, using a rank-biased distribu-
tion over relevant documents substantially hurts dis-
criminative power, which suggests that it is a good
idea to look beyond the stopping point of an ordinary
user for obtaining reliable conclusions from experi-
ments. From a probabilistic perspective, AP and Q
emphasise long-tail users who tend to dig deep into
the ranked list, and thereby achieve high reliability.
In addition, we show that one of our new metrics,
called NCU gu,β=1, maintains high correlation with
AP and shows the highest discriminative power among
our metrics, by utilising graded relevance in a novel
way.

The remainder of this paper is organised as fol-
lows. Section 2 discusses previous work: First, we
define Robertson’s NCP; second, we discuss related
work that examines alternatives to AP; third, we de-
scribe existing methods we use for comparing evalu-
ation metrics, namely, Kendall’s rank correlation, Yil-
maz/Aslam/Robertson rank correlation [26] that is ar-
guably more suitable than Kendall’s rank correlation
for our purpose, and discriminative power [15]. Sec-
tion 3 formally defines our proposed metrics and pro-
vide some simple examples. Section 4 describes our
experiments using NTCIR and TREC data for compar-
ing our NCU metrics, including AP, in terms of rank
correlation and discriminative power. Finally, Sec-
tion 5 concludes this paper and discusses some pos-
sible future work.

2 Previous Work

2.1 Normalised Cumulative Precision

Robertson [12] defined Normalised Cumulative
Precision (NCP) in order to provide a user model for
AP and to generalise it.

Let I(n) be a flag indicating whether the document
retrieved at rank n is relevant or not, and let C(n) =∑n

i=1 I(i). Clearly, precision at rank n is given by
P (n) = C(n)/n. Moreover, let APn = I(n)P (n).
That is, APn = P (n) if the document at rank n is
relevant, and APn = 0 otherwise.

Following Cooper in his proposal for the Expected
Search Length (ESL) measure [4, 5], let us envisage
a user stepping down a ranked list of documents un-
til some stopping point. Unlike ESL, let us assume
fully-ranked output with no ties, so that the reason
that Cooper introduced an expectation, which was to
deal with ties, no longer applies to us. However, let
us assume instead that we do not know the number of
documents the user will examine before he eventually
stops. More specifically, let us assume that with prob-
ability ps(n), the user’s stopping point is the document
at rank n in the list.

Robertson further assumed that the user stops due
to satisfaction, and that satisfaction can only occur at a

relevant document. Thus, according to these assump-
tions, ps(n) = 0 for every rank n where there is a
nonrelevant document. But more generally, the only
requirement for ps(n) is that it must sum to one: The
user’s stopping behaviour may be due to satisfaction,
frustration, a combination of the two, or possibly some
other reason (e.g., exhaustion).

The original definition of NCP is as follows:

NCP =
∞∑

n=1

ps(n)APn (1)

NCP is designed to be an expectation of “utility”
over a population of users with different stopping be-
haviours, where “utility” at each given rank is mea-
sured by APn = I(n)P (n). That is, “utility” at each
given stopping point with a relevant document is mea-
sured by P (n), which relates to the effort on the user’s
part in reaching this satisfaction point.

We note that one of the reasons for choosing P (n)
as the utility measure is that it does not in itself have
any discount based on rank. If we know that the user
has stopped / will stop at rank n, it does not matter
where above rank n any particular good or bad doc-
ument is located. The resulting expected utility NCP
is nevertheless ‘top-heavy’ in the sense that it takes
more account of earlier than of later ranks. This top-
heaviness arises entirely from the probabilistic stop-
ping point – if some users are expected to stop earlier
than others, then the earlier ranks become more impor-
tant, simply because they affect more users.

Robertson provided two simple versions of NCP
called NCPu and NCP1. Let R denote the number
of relevant documents for a particular topic. NCPu

employs a uniform probability distribution pu(n) over
all the relevant documents for this topic. That is,
ps(n) = pu(n) = 1/R for all n s.t. I(n) = 1, while
ps(n) = 0 for all n s.t. I(n) = 0. Let n1 denote the
rank of the first relevant document found in the ranked
list. NCP1 uses ps(n1) = 1 and ps(n) = 0 for all
n(
�
= n1). Hence,

NCPu =
1
R

∞∑

n=1

I(n)P (n) (2)

NCP1 = I(n1)P (n1) = P (n1) = 1/n1 . (3)

Robertson points out that NCPu is none other than
AP and that NCP1 is none other than Reciprocal Rank
(RR), both of which are used widely in the information
retrieval research community. (Note that the above
definitions assume that all documents in the document
collection are ranked: In practice, however, we ap-
proximate them by using truncated ranked lists con-
taining, for example, up to 1000 documents.) We also
observe that even with the uniformity assumption, the
resulting measure (AP) is top-heavy, for precisely the
reason given above.
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Hereafter, we use a slightly generalised form of
NCP:

NCP =
∞∑

n=1

ps(n)P (n) . (4)

That is, we omit the flag I(n) in order to let the proba-
bility distribution ps(n) handle whether the document
at rank n (whether it is relevant or not) should con-
tribute to NCP or not. If we follow Robertson in as-
suming that the user’s stopping point is at a relevant
document and never at a nonrelevant document, then
we just let ps(n) = 0 for every rank n s.t. I(n) = 0.
Hence explictly including I(n) in the formula for NCP
is not necessary for our purpose. We will also consider
a more general utility function than P (n) below.

2.2 Alternatives to AP

Here, we discuss some retrieval effectiveness met-
rics other than AP, some of which are closely related
to the present study.

Popular binary-relevance metrics that are often used
alongside with AP include precision at k and R-
precision, i.e., precision at rank R, where R is the
number of relevant documents for a given topic. How-
ever, unlike AP, these metrics are by definition totally
insensitive to document swaps within top k (R). Pre-
cision at k also has a normalisation problem: its max-
imum value may be less than one for some topics.

The NTCIR test collections, as well as recent TREC
test collections, provide graded relevance assessment
data. However, being a binary-relevance metric, AP
cannot directly utilise such data. Hence, as long as AP
is used for optimisation, it is difficult for researchers
to develop a system that can retrieve highly relevant
documents on top of partially relevant documents. In
light of this, graded-relevance metrics are in order.

The most popular graded-relevance metric to date
is probably nDCG [7]. Although the original version
of nDCG had a parameter for reflecting the user’s pa-
tience, this version was a counterintuitive metric be-
cause of this very feature [17]. Thus the version of
nDCG that is in fact widely used is the “Microsoft
version” first introduced in [3]. This version does not
have the aforementioned parameter and is free from
the “bug” of the original nDCG, and is the one we use
in our experiments. Another version of nDCG that is
also bug-free, though not yet as widely-used as the Mi-
crosoft version, is described in [8].

Another well-studied graded-relevance metric is Q-
measure, or simply Q [14]. This is a generalised ver-
sion of AP and correlates very highly with it: the only
difference between the two is that while AP relies on
precision, Q relies on the aforementioned blended ra-
tio. The NTCIR-6 crosslingual task has used Q and
(a version of) nDCG along with AP for evaluating
the participating systems [10]. The NTCIR-7 ACLIA

IR4QA task uses AP, Q and the Microsoft version of
nDCG [19].

The present study considers the blended ratio as the
utility function of our NCU metrics. The NCU met-
rics subsume AP, Q, and something close to nCG (nor-
malised cumulative gain), while the rank-based dis-
counting is handled somewhat differently from nDCG.

Rank-biased precision (RBP) [11] can also handle
graded relevance. It models a single user examining
a document at rank i and then moving to one at rank
(i + 1). Based on the argument that the user usually
does not know the number of relevant documents R,
RBP does not have a recall component. However, it
has a normalisation problem similar to that of sim-
ple precision, and lacks discriminative power due to
lack of a recall component [18]. The present paper
borrows the idea of rank-bias for considering a non-
uniform probability distribution for the user’s stopping
behaviour. We will discuss the key differences be-
tween the idea of RBP and our rank-biased NCU met-
rics in Section 3.2.

Sakai [16] proposed some variants of Q for reflect-
ing different stopping behaviours of users. O-measure,
a graded-relevance version of RR, assumes that the
user stops at the first relevant document found, regard-
less of its relevance level. P-measure and P+ assume
that the user keeps going until he finds one of the most
relevant documents in the ranked list. However, it is
known that these metrics are not as discriminative as
Q (just as RR is not as discriminative as AP) as they
ignore all of the retrieved relevant documents below
the assumed stopping point. In contrast, our graded-
uniform NCU metrics do consider all relevant doc-
uments, while taking into account the effect of rele-
vance level on the user’s stopping behaviour.

Kazai, Piwowarski and Robertson [9] have dis-
cussed a probabilistic user model and proposed an ef-
fectiveness metric for Web search and structured doc-
ument retrieval, but their study focusses on the user’s
post-query navigation. This issue is beyond the scope
of the present study.

2.3 Criteria for Assessing Metrics

This section briefly describes existing methods that
we use for comparing different retrieval effectiveness
metrics.

The present study examines metrics from two per-
spectives: (1) How two system rankings produced by
two different metrics resemble each other; and (2)
How statistically reliable the metrics are.

Regarding Perspective (1), since AP is currently
the de facto standard, we compare the system rank-
ing of a metric with that of AP. For this pur-
pose, we use Kendall’s rank correlation and Yil-
maz/Aslam/Robertson (YAR) rank correlation [26]1.

1We refrain from using its original name, AP correlation, to
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Kendall’s rank correlation is a monotonic function of
the probability that a randomly chosen pair of ranked
systems is ordered identically in the two rankings.
Hence a swap near the top of a ranked list and that
near the bottom of the same list has equal impact.
However, for the purpose of ranking retrieval systems,
for example, in a competition-style workshop such
as NTCIR and TREC, the ranks near the top of the
list are arguably more important than those near the
bottom. In light of this, the recently-proposed Yil-
maz/Aslam/Robertson rank correlation is a monotonic
function of the probability that a randomly chosen sys-
tem and one ranked above it are ordered identically
in the two rankings. Like Kendall’s rank correlation,
YAR rank correlation lies between −1 and 1, but un-
like Kendall’s, it is not symmetrical. Yilmaz, Aslam
and Robertson also provide a symmetric version, but
we use the raw asymmetic YAR rank correlation by
taking AP as the gold standard. When the errors (i.e.,
pairwise swaps with respect to the gold standard) are
uniformly distributed over the ranked list being exam-
ined, YAR rank correlation is equivalent to Kendall’s
rank correlation.

Formally, let the size of the ranked lists be L. Let
C be the number of system pairs that are ranked in the
same order in both rankings, and let D be the number
of system pairs that are ranked in opposite order in the
two rankings. Kendall’s rank correlation is given by:

Kendall =
C − D

L(L − 1)/2
. (5)

For a given ranked list to be examined, let n(i) be
the number of systems correctly ranked above rank i
in the list with respect to a gold-standard ranked list.
YAR correlation is given by:

YAR =
2

L − 1

L∑

i=2

n(i)
i − 1

− 1 . (6)

Regarding the aforementioned Perspective (2), we
measure the reliability of effectiveness metrics us-
ing Sakai’s discriminative power, which represents the
overall ability to detect pairwise statistical significance
while guaranteeing that the probability of Type I Error
is below a given threshold [15].

If there are L systems to be evaluated, then there
are L(L − 1)/2 system pairs. For each pair, we con-
duct a two-sided, paired bootstrap hypothesis test us-
ing B = 1000 bootstrap samples of the original topic
set, obtained by sampling with replacement [6]. This
yields L(L − 1)/2 achieved significance level (ASL)
values, also known as p-values. For a given threshold
α, Sakai’s discriminative power is defined as the pro-
portion of system pairs with a statistically significant
difference, i.e., those that satisfy ASL < α.

avoid confusion.

Sakai’s method also provides an estimate of the ab-
solute performance difference required between two
systems in order to detect a statistical significance. For
each bootstrap hypothesis test concerning a particu-
lar system pair, we look at the B ∗ α-th largest ab-
solute value among the studentised versions of the B
bootstrap replicates of the performance difference un-
der the null hypothesis. We then record the absolute
value of the raw bootstrap replicate, i.e., the perfor-
mance difference that corresponds to a particular boot-
strap sample of topics. For example, if B = 1000
and α = 0.05, we examine the fiftieth largest absolute
value among the 1000 studentised values. The cor-
responding raw value represents a borderline between
a significant difference and a nonsignificant one. Fi-
nally, we take the maximum of the L(L− 1)/2 values
in order to be conservative. More details can be found
elsewhere [15].

For the purpose of comparing the reliability of dif-
ferent evaluation metrics, Sakai’s method is known to
yield results that are similar to those obtained by the
more ad hoc method proposed earlier by Voorhees and
Buckley, which empirically examines three degree of
consistency between two experiments for determining
which of two systems is better in absolute terms [22].

3 Proposed Metrics

P (n) assumes binary relevance, but as discussed,
some more general utility measures such as nDCG
consider graded relevance judgements. We could in-
corporate graded relevance into Robertson’s NCP in
two different ways. One is to make the stopping prob-
ability depend on relevance grade – we would assume
that the user is more likely to reach satisfaction, and
therefore to stop, on encountering a more highly rele-
vant document. One interpretation of this idea is that
the stopping probabilities arise in a population of users
– each individual user has a binary notion of relevance,
but they disagree on where the boundary between rel-
evant and nonrelevant sits.

The other is to include it in the utility part of the
function: we would assume that more highly relevant
documents are more useful. We can interpret this as
being a statement about any individual user – that each
user gets more benefit from documents of higher grade
than those of lower grade. Both these two ideas are
plausible, and they are complementary – therefore we
can also consider combining them.

We also generalise NCP in another way. In between
the uniformly-distributed stopping probability version
NCPu and the completely top-heavy NCP1, we could
consider a probability distribution which is somewhat
top-heavy. We propose a formulation inspired by the
RBP model.
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3.1 Further notes on utility

The argument of this paper is based on a separa-
tion of the stopping-point issue (variable over a user
population) from the utility (to an individual user with
a given stopping point) of the ranking. As indicated
above, this utility should not discount gains internally,
because for a given stopping point, it does not matter
where in the ranking up to this point any benefit oc-
curs. Nevertheless, we still subsume into the utility
measure a combination of benefit and cost (or effort).
Thus precision as a utility measure is suitable, because
it takes a very simple ratio of benefit (number of rele-
vant retrieved) to effort (total number retrieved).

It would be possible to make a further separation
of the utility measure into cost and benefit – this is
the line taken in some of the work on effectiveness
for XML retrieval (see e.g. [9]). However, in the
present paper we restrict ourselves to separating out
the stopping-point issue, and seek a utility measure
which combines individual user effort and benefit.

3.2 Definitions

Utility

We begin by generalising the utility component of
NCP as defined by Eq. (4). We replace P (n) by
normalised utility NU (n), which should lie between
0 and 1, to obtain Normalised Cumulative Utility
(NCU):

NCU =
∞∑

n=1

ps(n)NU (n) . (7)

NU (n) could be precision P (n), but alternatively
we can use a measure that is based on cumulative
gain (following [7]) in order to handle graded rele-
vance. Let L be a relevance level, and let gain(L)
denote the gain value for retrieving an L-relevant
document. For the NTCIR data, for example, let
gain(S) = 3 for each S-relevant (highly relevant)
document, gain(A) = 2 for each A-relevant (relevant)
document, and gain(B) = 1 for each B-relevant (par-
tially relevant) document. Let R(L) denote the num-
ber of known L-relevant documents for a topic, so that∑

L R(L) = R. Let g(n) = gain(L) if the document
at rank n is L-relevant and let g(n) = 0 otherwise.
In particular, let g∗(n) denote the gain at rank n of
an ideal ranked output, where an ideal ranked output
for a particular topic is one that satisfies I(n) = 1
for 1 ≤ n ≤ R and g(n) ≤ g(n − 1) for n > 1.
For the NTCIR data, this can be achieved by listing
up all S-relevant documents, then all A-relevant doc-
uments, and then all B-relevant documents. (Whether
some nonrelevant documents are included below these
exhaustive list of relevant documents is of no conse-
quence.) Using the above notations, for NU (n) we

use the blended ratio BR(n):

BR(n) =
C(n) + β

∑n
i=1 g(i)

n + β
∑n

i=1 g∗(i)
(8)

C(n), as before, is the number of relevant documents
seen by rank n, irrespective of relevance levels.

BR(n) can be seen as a mixture of precision P (n)
and nCG, normalised cumulative gain. For β = 0 it
reduces to P (n), and for large β it approaches nCG.
(Note that C(n) and n in Eq. (8) are bounded above
by the size of the ranked list, which in practice is no
greater than 1000.) We do not at this point consider
nDCG, normalised discounted cumulative gain, which
applies a rank-based discount to the utility. The reason
is that any desired top-heaviness or rank-based dis-
count is provided by the probabilistic stopping rule;
there is no reason to apply it also to the utility part of
the measure.

In the experiments reported in this paper we use
BR(n) with β = 0 (which is equivalent to using
P (n)), β = 1, and β = 10000 (approximating nCG:
But see the note at Section 3.3). Sakai [17] has re-
ported on the effect of varying β between 0 and 1000
for Q.

The formulation of NCU using BR(n) reveals a
link to another measure. Just as replacing ps(n) with
the uniform probability distribution pu(n) and replac-
ing NU (n) with P (n) reduces NCU to AP, replacing
ps(n) with pu(n) and replacing NU (n) with BR(n)
reduces NCU to Q:

Q-measure =
1
R

∞∑

n=1

I(n)BR(n) . (9)

Stopping Probability

The assumption behind Robertson’s pu(n) is that the
user eventually stops at a relevant document with prob-
ability 1/R regardless of the rank or the relevance
level of the document. Hence AP and Q-measure can
also be interpreted as metrics based on this assump-
tion. Below, we consider two alternative probability
distributions, prb(n) and pgu(n).

Robertson [12] notes that “it is probably much more
likely that a user would stop after few relevant docu-
ments than after many.” Our first non-uniform prob-
ability distribution is based on this assumption. Let
γ(≤ 1) be a positive constant. We can define a rank-
biased probability distribution prb(n) over all relevant
documents as follows. For each rank n where there is
a nonrelevant document, let prb(n) = 0. Otherwise,
let

prb(n) =
γC(n)−1

∑R
i=1 γi−1

(10)

The numerator decreases the stopping probability as
the user goes down the ranked list. For example, for
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Figure 1. Rank-biased probability distri-
bution over relevant documents (R = 10)
for different values of γ.

the first relevant document found in the ranked list
(C(n) = 1), the numerator would be one; for the sec-
ond relevant document, it would be γ; for the third, it
would be γ2. The denominator is a constant for a given
topic, ensuring that the probabilities sum to one. This
function resembles the definition of RBP [11], which
is based on the following model: the user persistence
parameter p, which is the probability of the user con-
tinuing beyond any rank, given that they have reached
that rank, is fixed. Thus the probability that a user will
both reach rank n and continue from it is pn.

The differences between our definition and RBP are
as follows:

• We assume that the user will stop only at a rele-
vant document;

• In order to normalise our measure over a finite
number of relevant documents, we introduce the
denominator of Eq. (10).

We also note that the definition of RBP does not spec-
ify how the probability arises, in other words over
what population of events it is defined. In our model,
we specifically assume a population of users, making
it clear that the top-heaviness of our measure arises be-
cause of differences between users regarding the stop-
ping point. In fact a model like that represented by
RBP implies top-heaviness to a very high degree: Our
model of Eq. (10) is slightly less top-heavy for the
same value of γ and p, because in our model the user
does not stop on nonrelevant documents.

Figure 1 illustrates, for a topic with R = 10 rele-
vant documents, the prb curves for γ = 1, 0.9, 0.7, 0.5.
Note that γ = 1 reduces prb(n) to pu(n).

Another probability distribution that we consider,
pgu(n), is based on the assumption that it is much more
likely that a user would stop (due to satisfaction) after
a highly relevant document than a partially relevant
document. For simplicity, we assume that the stopping
probability is uniform within each relevance level. For
each relevance level L, we define the stopping weight,
stop(L), which reflects how likely it is for the user

to eventually stop at an L-relevant document. For ex-
ample, we can let stop(B) : stop(A) : stop(S) =
1 : 2 : 3, representing the assumption that the user is
three times as likey to stop at an S-relevant document
than at a B-relevant document, and so on. Moreover,
let S(n) = stop(L) whenever the document at rank n
is L-relevant and S(n) = 0 otherwise. Our graded-
uniform probability distribution pgu(n) is defined as
follows. For all n with a nonrelevant document, let
pgu(n) = 0. Otherwise, let

pgu(n) =
S(n)∑

L R(L)stop(L)
. (11)

Again, the denominator is a constant for a given topic,
ensuring that the probabilities sum to one. Note that
when the stopping weight is the same for all relevance
levels, pgu(n) reduces to pu(n).

We now have a family of NCU metrics, with two
fundamental parameters, namely, the stopping prob-
ability distribution ps(n) ∈ {pu(n), prb(n), pgu(n)}
and the β parameter of BR(n). AP, which uses pu(n)
with β = 0, can be expressed as NCU u,β=0; similarly,
Q-measure with the default β = 1 can be expressed as
NCU u,β=1. We can also define a measure based on
taking nCG as the utility function by NCU u,β=∞ (but
see the note below). In practice we have run our ex-
periments as NCU u,β=10000.

3.3 A Note on nCG and Stopping

Actually the combination of pure nCG and the
satisfaction-point stopping model is somewhat flawed,
for the reason given in section 3.1. Pure nCG takes
no account of effort (in the form of nonrelevant doc-
uments seen) beyond rank R, the total number of rel-
evant documents. That is, the nCG values achieved
at each relevant document beyond this point are inde-
pendent of the number of nonrelevant documents pre-
ceding them. From this point of view, it is not a good
cost-benefit measure.

This deficiency could actually be compensated by a
suitable stopping-point model. However, the assump-
tion of the satisfaction-point stopping model, that the
user will only stop on a relevant document, means that
NCU ∗,β=∞ itself also takes no account of nonrele-
vant documents beyond rank R. Thus the use of nCG
would really only be consistent with a model which in-
cluded some other stopping rule, such as frustration or
exhaustion. The introduction of such a rule is beyond
the scope of the present paper. Neither precision nor
the blended ratio with any other β value suffers from
this problem, although either might be made more re-
alistic with more complex stopping rules.

3.4 Examples

Consider an NTCIR topic with R(S) = 3, R(A) =
3, R(B) = 4 and therefore R = 10 relevant docu-
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Table 1. Computing ps(n) and BR(n) for a topic with R = 10 (R(S) = 3, R(A) = 3, R(B) = 4)
relevant documents: An example.

rank n rel. level pu(n) prb(n) with γ = 0.7 pgu(n) (1:2:3) BR(n) with β = 0 (P (n)) BR(n) with β = 1
2 S .1 1/3.2392=.3087 3/19=.1579 1/2=.5000 (1+3)/(2+6)=.5000
5 A .1 .7/3.2392=.2161 2/19=.1053 2/5=.4000 (2+5)/(5+13)=.3889
8 S .1 .49/3.2392=.1513 3/19=.1579 3/8=.3750 (3+8)/(8+17)=.4400

12 B .1 .343/3.2392=.1059 1/19=.0526 4/12=.3333 (4+9)/(12+19)=.4194
15 A .1 .2401/3.2392=.0741 2/19=.1053 5/15=.3333 (5+11)/(15+19)=.4706

Table 2. Computing NCU metrics for a
topic with R = 10 (R(S) = 3, R(A) =
3, R(B) = 4) relevant documents, using
Table 1.

β = 0 β = 1
pu .1942 (AP) .2219 (Q)
prb .3575 .3842
pgu .2329 .2610

Table 3. TREC and NTCIR data used in
our experiments.

NTCIR-6J TREC03
#topics 50 50
#documents 858,400 approx. 528,000
pool depth 100 125
average N 1157.9 925.5
range N [480, 2732] [292, 2050]
average R 95.3 33.2
range R [4, 311] [4, 115]
S-relevant 2.5 8.1
A-relevant 61.1 -
B-relevant 31.7 25.0
#teams 10 16
#all runs 74 78

ments. Now, consider a ranked list of documents that
has an S-relevant document at ranks 2 and 8, an A-
relevant document at ranks 5 and 15, and a B-relevant
document at rank 12. Suppose that the other five rele-
vant documents were not retrieved. Our NCU metrics
can be computed using the values of stopping proba-
bilities (pu(n), prb(n), pgu(n)) and the β parameter of
BR(n) shown in Table 1. For handling graded rele-
vance, here we use gain(B) : gain(A) : gain(S) =
stop(B) : stop(A) : stop(S) = 1 : 2 : 3. The param-
eter for the rank-biased probability distribution prb is
set to γ = 0.7.

Table 2 shows the values of the NCU metrics com-
puted based on Table 1. For example, NCU u,β=0 (i.e.,
AP) is .1942.

4 Experiments

4.1 Data

Table 3 shows some statistics of the two data sets
we used for comparing our effectiveness metrics. Our
first data set, which we call NTCIR-6J, is from the
Stage 1 Japanese document retrieval subtask of the
NTCIR-6 crosslingual task [10]. The data contains 74
runs including monolingual and crosslingual runs. Our
second data set, which we call TREC03, is from the

TREC 2003 robust track using the 50 new topics [23].
N and R represent the number of judged nonrelevant
and relevant documents, respectively. The TREC03
relevance assessments contain “highly relevant” and
“relevant” documents, but we treated the former as S-
relevant (highly relevant) and the latter as B-relevant
(partially relevant). This is because it is known that
many TREC relevant documents are in fact partially
or marginally relevant [13, 20].

Some of our metrics require parameter values for
utilising the above graded relevance data: the gain val-
ues gain(L) and the stopping weights stop(L). Re-
call that the former represents the utility for obtain-
ing an L-relevant document, while the latter repre-
sents the likelihood of the user eventually stopping at
an L-relevant document. However, for simplicity, we
use the same set of values for gain(L) and stop(L).
In this paper, we consider two cases: gain(B) :
gain(A) : gain(S) = stop(B) : stop(A) :
stop(S) = 1 : 2 : 3, and gain(B) : gain(A) :
gain(S) = stop(B) : stop(A) : stop(S) = 1 : 5 :
10. These parameter settings will be denoted simply
by 1:2:3 and 1:5:10, respectively.

For computing rank correlations between two sys-
tem rankings according to two different metrics, we
used all runs shown in Table 3. For computing dis-
criminative power, which is based on pairs of runs,
we randomly selected one run from each team. For
NTCIR-6J, we selected one monolingual run from
each team.

4.2 Results and Discussions

First, we discuss the resemblance of two system
rankings according to two different metrics: We com-
pare the ranking according to an NCU metric with that
according to AP, as AP is the de facto standard. Ta-
bles 4 and 5 show the Kendall’s rank correlation and
YAR rank correlation results, respectively. For sim-
plicity, NCU rb,β=0 is represented by “rb, β = 0”, and
so on. For the rank-biased NCU metrics (NCU rb,∗),
we tried γ = 1, 0.9, 0.7, 0.5 but recall that γ = 1 re-
duces prb to the original uniform distribution pu. As
for the graded-uniform NCU metrics (NCU gu,∗), the
results using the parameter settings 1:2:3 and 1:5:10
are shown in the top half and the bottom half of
each table, respectively. The results for NCU u,β=0

(i.e., AP) are omitted in (c) and (d) because using
the graded-relevance parameter setting does not af-
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Table 4. Kendall’s rank correlation with AP (i.e., NCU u,β=0).
(a) NTCIR6J, 74 runs (1:2:3) (b) TREC03, 78 runs (1:2:3)
γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5 γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5

rb, β = 0 1 (AP) .843 .743 .685 1 (AP) .843 .707 .652
rb, β = 1 .967 (Q) .833 .724 .673 .936 (Q) .855 .710 .639
rb, β = 10000 .862 (Q) .822 .710 .670 .857 (Q) .819 .690 .624
gu, β = 0 .977 - - - .957 - - -
gu, β = 1 .961 - - - .951 - - -
gu, β = 10000 .896 - - - .848 - - -

(c) NTCIR6J, 74 runs (1:5:10) (d) TREC03, 78 runs (1:5:10)
γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5 γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5

rb, β = 1 .938 (Q) .818 .702 .654 .890 (Q) .843 .682 .609
rb, β = 10000 .841 (Q) .796 .688 .634 .818 (Q) .776 .657 .592
gu, β = 0 .957 - - - .913 - - -
gu, β = 1 .939 - - - .913 - - -
gu, β = 10000 .893 - - - .826 - - -

Table 5. Yilmaz/Aslam/Robertson rank correlation with AP (i.e., NCU u,β=0).
(a) NTCIR6J, 74 runs (1:2:3) (b) TREC03, 78 runs (1:2:3)
γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5 γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5

rb, β = 0 1 (AP) .773 .660 .604 1 (AP) .761 .601 .535
rb, β = 1 .954 (Q) .740 .628 .589 .893 (Q) .776 .595 .524
rb, β = 10000 .788 (Q) .729 .613 .584 .786 (Q) .744 .569 .507
gu, β = 0 .960 - - - .925 - - -
gu, β = 1 .890 - - - .909 - - -
gu, β = 10000 .808 - - - .766 - - -

(c) NTCIR6J, 74 runs (1:5:10) (d) TREC03, 78 runs (1:5:10)
γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5 γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5

rb, β = 1 .908 (Q) .743 .608 .559 .807 (Q) .749 .564 .493
rb, β = 10000 .764 (Q) .721 .597 .542 .729 (Q) .677 .536 .473
gu, β = 0 .925 - - - .865 - - -
gu, β = 1 .927 - - - .829 - - -
gu, β = 10000 .815 - - - .735 - - -

fect them. For convenience, values higher than 0.9 are
shown in bold.

The following observations can be made from Ta-
bles 4 and 5:

(1) Heavy rank bias over relevant documents yields
metrics that are substantially different from AP.
For example, Table 4(b) shows that the Kendall’s
rank correlation between NCU rb,β=0 with γ =
0.5 and AP are only .652 for TREC03. The cor-
responding YAR rank correlation in Table 5(b) is
even lower: .535.

(2) The system rankings according to NCU u,β=1

(i.e., Q with β = 1), NCU gu,β=0 and
NCU gu,β=1 are generally very similar to
that according to AP. For example, Table 4(a)
shows that the Kendall’s rank correlation
between NCU gu,β=1 and AP is .961 for
NTCIR-6J. Whereas, the rankings according
to NCU ∗,β=10000 are quite different from that
according to AP.

(3) The YAR rank correlation values in Table 5 are
generally lower than the corresponding Kendall’
rank correlation values in Table 4, from which
it follows that the ranking “errors” (See Sec-
tion 2.3) are not evenly distributed across the
ranked list.

(4) The results are generally consistent across NT-
CIR and TREC.

Observation (1) means that AP is not consistent
with heavy rank bias over relevant documents, i.e.,

small γ. Or in other words, the small γ metric mea-
sures something different from AP. We might con-
clude that AP is not as top-heavy as some user models
would suggest. Observation (2) means that it is pos-
sible to utilise graded relevance in the form of gain
values and/or stopping weights and maintain consis-
tency with AP, if a small β is chosen. Observation (3)
demonstrates that the recently-proposd YAR rank cor-
relation is indeed useful.

Next, we discuss discriminative power, the over-
all ability of a metric to detect statistical significance
given a significance level. Since we use 10 runs from
NTCIR-6J, we have 10*9/2=45 run pairs for this data
set. Similarly, with TREC03, we have 16*15/2=120
run pairs. Table 6 summarises the results at α = 0.05,
i.e., 95% confidence. For example, Table 6(a) shows
that, for the NTCIR-6J data set, the discriminative
power of AP (NCU u,β=0) at α = 0.05 is 57.8%: It
manages to detect a statisitical significant difference
for 26 run pairs out of 45. Moreover, given 50 topics,
the estimated overall performance difference required
to achieve statistical significance is 0.08. That is, if
two systems differ by at least 0.08 in average perfor-
mance, this difference is usually statistically signifi-
cant.

The following observations can be made from Ta-
ble 6:

(i) Heavy rank bias over relevant documents hurts
discriminative power. For example, Table 6(b)
shows that, at α = 0.05, while the discrimina-
tive power of AP is 64.2%, that of NCU rb,β=0
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Table 6. Discriminative power at α = 0.05.

(a) NTCIR6J, 10 teams (1:2:3) (b) TREC03, 16 teams (1:2:3)
γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5 γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5

rb, β = 0 26/45=57.8 (AP) 25/45=55.6 24/45=53.3 24/45=53.3 77/120=64.2 (AP) 65/120=54.2 56/120=46.7 50/120=41.7
0.08 0.09 0.10 0.13 0.07 0.11 0.14 0.14

rb, β = 1 28/45=62.2 (Q) 27/45=60.0 22/45=48.9 22/45=48.9 80/120=66.7 (Q) 75/120=62.5 55/120=45.8 49/120=40.8
0.07 0.08 0.10 0.11 0.07 0.09 0.11 0.12

rb, β = 10000 29/45=64.4 (Q) 29/45=64.4 21/45=46.7 18/45=40.0 70/120=58.3 (Q) 64/120=53.3 52/120=43.3 46/120=38.3
0.09 0.07 0.10 0.11 0.07 0.08 0.10 0.12

gu, β = 0 26/45=57.8 - - - 77/120=64.2 - - -
0.07 0.08

gu, β = 1 29/45=64.4 - - - 82/120=68.3 - - -
0.08 0.08

gu, β = 10000 29/45=64.4 - - - 72/120=60.0 - - -
0.08 0.08
(c) NTCIR6J, 10 teams (1:5:10) (d) TREC03, 16 teams (1:5:10)
γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5 γ = 1 (u) γ = 0.9 γ = 0.7 γ = 0.5

rb, β = 1 29/45=64.4 (Q) 26/45=57.8 17/45=37.8 14/45=31.1 78/120=65.0 (Q) 68/120=56.7 45/120=37.5 38/120=31.7
0.08 0.09 0.11 0.13 0.08 0.09 0.10 0.12

rb, β = 10000 30/45=66.7 (Q) 27/45=60.0 16/45=35.6 12/45=26.7 57/120=47.5 (Q) 56/120=46.7 40/120=33.3 36/120=30.0
0.07 0.10 0.10 0.13 0.08 0.08 0.10 0.12

gu, β = 0 27/45=60.0 - - - 72/120=60.0 - - -
0.08 0.09

gu, β = 1 31/45=68.9 - - - 78/120=65.0 - - -
0.08 0.08

gu, β = 10000 29/45=64.4 - - - 68/120=56.7 - - -
0.07 0.09

with γ = 0.5 is only 41.7% for TREC03.

(ii) Because the heavily rank-biased NCU metrics
lack discriminative power, they require a rela-
tively large overall performance difference for
achieving statistical significance. For example,
Table 6(b) shows that, while a performance dif-
ference of 0.07 in Mean AP is usually statis-
tically significant, a performance difference in
Mean NCU rb,β=0 with γ = 0.5 reaches statis-
tical significance only when it is around 0.14.

(iii) Utilising graded relevance in the form of gain val-
ues and/or stopping weights can result in higher
discriminative power. For example, while the dis-
criminative power of AP at α = 0.05 for NTCIR-
6J is 57.8% (Table 6(a)), that of NCU gu,β=1 with
1:5:10 is 68.9% (Table 6(c)). For NTCIR-6J,
NCU gu,β=1 with 1:5:10 is the most discrimina-
tive among our NCU metrics, while for TREC03,
the same metric with 1:2:3 is the most discrimi-
native (Table 6(b)).

(iv) Most of the results are consistent across NT-
CIR and TREC: Even the overall perfor-
mance differences required are similar. How-
ever, the β = 10000 results are exceptions:
NCU rb,β=1000 with γ = 1 (i.e., NCU u,β=1000)
and NCU gu,β=1000 show high discriminative
power for NTCIR, but relatively low discrimina-
tive power for TREC.

Observations (i) and (ii) suggest that it is a good
idea to look beyond the stopping point of an ordinary
user for obtaining reliable conclusions from experi-
ments. Even if users tend to stop examining the ranked
list near the top of the list, it does not follow that re-

searchers should follow exactly the same strategy. Ob-
servation (iii) generalises previous findings by Sakai,
who demonstrated the high discriminative power of
graded-relevance metrics such as Q [15, 17]. Note
that NCU gu,β=1 is even more discriminative than Q in
some of our experiments. As for Observation (iv), the
estimated overall performance differences for achiev-
ing statistical significance are similar across NTCIR-
6J and TREC03 not only because the two data sets
both use 50 topics, but also because the performance
distributions of the runs involved are reasonably simi-
lar. For example, if we used a set of runs that are ex-
tremely easy to distinguish from one another, then the
required performance differences would be very small.

The above discussions of discriminative power used
α = 0.05 for the statistical significance tests, but the
choice of this threshold is arbitrary. We therefore pro-
vide an overview across different significance levels
below.

Figures 2 and 3 show the achieved significance level
(ASL) curves [15] of NCU rb,β=0 with different values
of γ for NTCIR-6J and TREC03, respectively. For ex-
ample, the vertical axis of Figure 3 represents ASL,
and the horizontal axis represents the 120 run pairs
sorted by the ASL values. Note that low ASL values
yield high discriminative power, since a run pair is sta-
tistically significant when ASL < α. Figure 3 clearly
shows that smaller values of γ gradually hurt discrim-
inative power for TREC03. The NTCIR-6J results in
Figure 2 are less clear, possibly because of the smaller
number of run pairs.

Figures 4 and 5 show the ASL curves of NCU u,∗
and NCU gu,∗ with 1:2:3 for NTCIR-6J and TREC03,
respectively. It can be observed, for example, that
NCU u,β=0 (i.e., AP) and NCU gu,β=0 are less dis-
criminative than other metrics for NTCIR-6J, while

― 38 ―



The Second International Workshop on Evaluating Information Access (EVIA), December 16, 2008, Tokyo, Japan

Figure 2. ASL curves of NCU rb,β=0 for dif-
ferent values of γ (NTCIR-6J).

Figure 3. ASL curves of NCU rb,β=0 for dif-
ferent values of γ (TREC03).

NCU u,β=10000 and NCU gu,β=1000 are less discrim-
inative than other metrics for TREC03. We discussed
this inconsistency in Observation (iv) above. Whereas,
NCU u,β=1 (i.e., Q) and NCU gu,β=1 do well for both
NTCIR and TREC.

To sum up our findings:

• Heavily rank-biased metrics yield system rank-
ings that are very different from that based on AP.
Moreover, they lack discriminative power. This
suggests that it is a good idea to look beyond the
stopping point of an ordinary user for obtaining
reliable conclusions from experiments. Hence,
metrics such as AP and Q, which rely on a uni-
form distribution across all relevant documents,
may in fact be very reasonable.

• Utilising graded relevance, in the form of gain
values and/or stopping weights, can provide both
high consistency with AP and higher discrimina-
tive power than AP. According to our experiments
using both NTCIR and TREC data, NCU gu,β=1

appears to be a good choice among the family of
NCU metrics.

Figure 4. ASL curves of NCU u,∗ and
NCU gu,∗ with 1:2:3 (NTCIR-6J).

Figure 5. ASL curves of NCU u,∗ and
NCU gu,∗ with 1:2:3 (TREC03).

5 Conclusions

In this paper, we generalised Robertson’s NCP,
which assumes a uniform stopping probability distri-
bution (pu) over all relevant documents and uses pre-
cision (P ) as its utility function, in two ways:

1. We considered two new probability distributions
over all relevant documents, namely, a rank-
biased one (prb) and a graded-uniform (pgu) one.

2. We considered a generalised utility function that
can handle graded relevance, namely, the blended
ratio (BR).

Our experiments using data from both NTCIR and
TREC sugget that introducing a rank-biased distribu-
tion over relevant documents is not necessarily desir-
able, and that AP and its graded-relevance version Q,
which rely on a uniform probability distribution, are in
fact reasonable metrics. From a probabilistic perspec-
tive, these metrics emphasise long-tail users who tend
to dig deep into the ranked list, and thereby achieve
high reliability. Moreover, one of our new metrics
NCU gu,β=1 maintains high consistency with AP and
achieve the highest discriminative power among our
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NCU metrics, by utilising graded relevance in two
ways: First, as a measure of utility for obtaining an L-
relevant document, and second, as the likelihood of the
user eventually stopping at an L-relevant document.
An implementation of all of the aforementioned met-
rics is available at http://research.nii.ac.
jp/ntcir/tools/ir4qa eval-en .

The present study used three criteria for compar-
ing metrics: Kendall’s rank correlation, the recently-
proposed YAR rank correlation, and discriminative
power. The YAR rank correlation was proposed be-
cause the widely-used Kendall’s rank correlation can-
not emphasise change near the top of a system rank-
ing. The bootstrap sensitivity method [15] which we
used for computing discriminative power was pro-
posed to replace the more ad hoc Voorhees/Buckley
swap method [22]. Other researchers have tried to di-
rectly measure the relationship between effectiveness
metrics and “user performance” [21] or “user satisfac-
tion” [1], and reported some negative results for met-
rics such as AP and nDCG. Hence, currently there is
no standard set of criteria for discussing which metric
is better than another. In future work, we would like
to consider other possible criteria for choosing good
effectiveness metrics, including the ability to predict
the behaviour of a simple, intuitive metric with an un-
known data set, i.e., topics and documents [25].

We also plan to to extend the idea of NCU further.
For example, the score standardisation technique in-
troduced by Webber, Moffat and Zobel [24] can easily
be incorporated into our framework. Moreover, it may
be important to design effectiveness metrics that re-
flect the construction process of a test collection, for
example, how topics are sampled, how documents to
be judged for relevance are selected, and how asses-
sors judge graded relevance.
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