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Abstract

In this paper, we reported the evaluation results of
our CCLQA system at NTCIR-7 ACLIA. We partici-
pated in the English-Japanese (EN-JA) cross-lingual
task and the Japanese mono-lingual task. The system
consists of a question translation module and a non-
factoid-type Japanese question-answering system.

The question translation module was developed for
NTCIR-6 CLQA, which is a combination of an off-the-
shelf machine-translation product and a noun phrase
translation module using web documents in order to
compensate the insufficiencies in the bilingual dic-
tionary of the MT product. With regard to the non-
factoid-type Japanese question-answering system, we
proposed a method of non-factoid question-answering
that can uniformly deal with any class of Japanese
non-factoid question by using a large number of ex-
ample Q&A pairs.
Keywords: EN-JA CCLQA, machine translation,
noun phrase translation using the Web, Q&A pairs
from a social Q&A website.

1 Introduction

In this paper, we will report the evaluation results of
our CCLQA system at NTCIR-7 ACLIA. We partici-
pated in the English-Japanese (EN-JA) cross-lingual
task and the Japanese mono-lingual task. The system
consists of a question translation module and a non-
factoid-type Japanese question-answering system.

The question translation module was developed for
NTCIR-6 CLQA. With regard to the matter of trans-
lation, many off-the-shelf machine-translation (MT)
products are available in the market. Therefore we ba-
sically utilize one of off-the-shelf MT systems. How-
ever, in general, the quality of output of MT is not
enough for the basis of CLQA. Especially, some
proper nouns are not translated appropriately because
of the OOV problem. The problem of OOV has very
crucial impact on retrieval of question-related infor-
mation from the text database. Thus, we introduced
noun phrase translation using web documents in order
to compensate the insufficiencies in the bilingual dic-
tionary of the MT system.

With regard to the non-factoid-type Japanese
question-answering system, we proposed a method of
non-factoid (Web) question-answering that can uni-
formly deal with any class of Japanese non-factoid
question by using a large number of example Q&A
pairs. Instead of preparing classes of questions be-
forehand, the method retrieves already asked question
examples similar to a submitted question from a set
of Q&A pairs. Then, instead of preparing clue ex-
pressions for the writing style of answers according
to each question class beforehand, it dynamically ex-
tracts clue expressions from the answer examples cor-
responding to the retrieved question examples. This
clue expression information is combined with topical
content information from the question to extract ap-
propriate answer candidates. The method is suitable
for not newspaper articles, but Web documents, be-
cause many of Web documents are written in collo-
quial styles, in which the Q&A pairs are also written.

2 Related studies

Table 1 shows typical classes of non-factoid ques-
tions and Japanese examples of the writing styles of
questions and answers. Some fixed expressions are
observed in both questions and answers according to
the class of the question.

Answer candidates for such non-factoid questions
tend to be descriptive expressions, which are relatively
long and cover a series of sentences. As described
by Han et al.[2] with regard to definitional question-
answering, the appropriateness of such relatively long
answer candidates can be estimated by the combina-
tion of, at least, the following two measures.

Measure 1: Relevance to the topic of the question,
how relevant is the candidate to the topic of the
question?

Measure 2: Appropriateness of writing style, how
well does the candidate satisfy the writing style
that is appropriate for answers of the class of the
given question?

Here, by the term “writing style,” we refer to the style
of expressions peculiar to a class of questions and their
answers, as shown in Table 1. Measure 1 can be im-
plemented as the content similarity between a given
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Table 1. Typical classes of non-factoid questions
Examples of typical writing style

Class of questions Question Answer
Definition-type -tte-nani (What is ) -towa -dearu ( is )

Why-type Naze (Why ) tame (Because )
How-type -suru-niwa dou-shitara ii (How can I do ) -suru-niwa mazu (In order to do , )

Other types X-to Y-no chigai-wa nani X-wa -daga, Y-wa
(What is the difference between X and Y) (While X is , Y is )

question and an answer candidate. In many previous
studies, Measure 2 was estimated according to the ap-
plication results of rules that detected certain writing
styles.

Although the CCLQA of ACLIA is limited to han-
dling four classes of questions, generally speaking,
the classes of non-factoid questions are not well de-
fined, and, therefore, it is difficult to distinguish and
define all classes comprehensively. Moreover, the ac-
curacy of a question classifier affects the overall ac-
curacy of question-answering, because misclassified
questions are incorrectly routed to an answering mod-
ule for a different class. Therefore, a method is needed
that does not depend on question classification and can
deal with any class of questions uniformly.

Mizuno et al[3] proposed a method to realize
Measure 2 without the classification of questions in
Japanese non-factoid question answering. Using ex-
ample Q&A pairs from a social Q&A website, it learns
a binary classifier that judges whether or not the class
of a given answer candidate is consistent with the class
of a given question. By using this classifier, Measure 2
is realized without question classification. Because of
the nature of the method, the length of the answer can-
didates should be predetermined as some text unit, like
a paragraph. Therefore, the length of answer candi-
dates is fixed and cannot be changed dynamically for a
given question. With regard to the preparation of train-
ing data, negative examples should be artificially cre-
ated by combining questions with answers from other
questions.

Soricut et al.[7] also proposed an English non-
factoid question answering system that does not need
question classification. They introduced a statistical
translation model between questions and the corre-
sponding answers in order to bridge the lexical gap be-
tween questions and answers. A set of example Q&A
pairs from FAQ sites on the Web are used for the esti-
mation of the model. The model makes no distinction
between the probability in terms of Measure 1 and that
of Measure 2. Therefore, a large number of FAQs is
supposed to be needed in order to guarantee the cov-
erage of content words in questions. In this model, the
length of the answers should be predetermined. More-
over, it requires a model that estimates the length of an
answer from the length of the question.

3 System overview

The overview of the participating system is shown
in Figure 1. Each question submitted by a user is trans-
lated into English question candidates in Part I shown
in Figure 1. As shown in Part II of Figure 1 , the trans-

lated question candidates are separately processed by
a non-factoid-type Japanese question-answering sys-
tem. The Japanese question-answering system finds
scored answer candidates from documents of informa-
tion source by the steps that are explained in Part III of
Figure 1.

We will describe each part of the system in the fol-
lowing sections.

4 Translation of questions

With regard to the matter of translation, many off-
the-shelf machine-translation (MT) products are avail-
able in the market. Therefore we basically utilize one
of off-the-shelf MT systems. However, in general, the
quality of output of MT is not enough for the basis of
CLQA. Especially, some proper nouns are not trans-
lated appropriately because of the OOV problem. The
problem of OOV has very crucial impact on retrieval
of question-related information from the text database.

With regard to the treatment of OOV phrases in
combination with an MT product, there are at least two
types of approaches: the treatment in the pre-editing
phase, and the treatment in the post-editing phase.

The latter may be easily performed independent of
an MT system. However, the approach can only treat
the phrases that are not translated by an MT system.
Incorrect translations by an MT system will still re-
main in translated question sentences.

On the other hand, the former approach depends
on the process of MT systems. Fortunately, some
of off-the-shelf English-Japanese machine translation
systems treat Japanese strings embedded in an En-
glish sentence as unknown noun phrases in the pro-
cess of translation. The behavior can be used for
pre-translation, which is one of techniques to utilize
Translation Memory (TM)1.

In the situation of EN-JA CLQA, the pre-translation
module firstly identifies noun phrases and, then, try
to translate them using some external translation re-
sources. According to the result of phrase transla-
tion, the translated Japanese phrases are substituted
for the original English phrases to generate partially
translated question sentences. The question sentences
are passed to the subsequent MT process. This pre-
translation approach has the advantage that we can
control the identification of phrase to be translated
with external resources.

1In the pre-translation mode, TM system’s proposals of transla-
tion are automatically inserted into source text. The produced hybrid
text containing a mixture of source and target language elements is
presented to human translators for further translation.
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(a) Part I: Question translation

(b) Part II: Answer generation

(c) Part III: Non-factoid-type Japanese QA system in Part II

Figure 1. Overview of the proposed method
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With regard to the phrase translation using external
resources, there are several different approaches that
are worth employing.

Therefore, as shown in Part I and II of Figure 1,
we adopt a hybrid accroach that is a combination of
pre-translation and post-translation along with several
phrase translation methods.

4.1 Translation strategy A

Translation strategy A was introduced for NTCIR-6
CLQA, which is based on a pre-translation approach
that utilizes 1) SVM-based noun phrase extraction,
2) phrase translation using Wikipedia, and 3) phrase
translation using Web search results. See [6] for fur-
ther detail.

4.2 Translation strategy B and C

Both of translation strategies B and C were devel-
oped by us for NTCIR-5 CLQA[4]. Each of them em-
ploys a translation strategy that searches for the loan
words that are originally Japanese words, then, trans-
lates the loan words into the original Japanese words
using the Web documents and the information of pro-
nunciation. They also utilize a simple pattern-match-
based method to find proper Japanese translations for
English phrases using the Web documents.

With regard to the combination of phrase trans-
lation and MT, the translation strategy B is a pre-
translation method. On the other hand, the translation
strategy C is a post-translation method.

Please see [4] for further detail.

5 QA system that can answer any class of
Japanese non-factoid questions

As shown in Table 1, non-factoid questions can be
divided into several classes in terms of the content of
their answers, for example, definition-type, why-type,
how-type, and so on. Since clue expressions for an-
swers are usually peculiar to the writing styles of each
question class, many previous studies employed ques-
tion classifiers to determine classes, and then applied
one of several answer extraction methods, each of
which was specific to a question class. While classes
of factoid questions can be defined according to the
categories in a thesaurus, classes of non-factoid ques-
tions are not well defined. With the exceptions of some
typical classes like the definition-type, why-type, and
how-type, it is difficult to distinguish and define all
classes comprehensively.

In order to deal with this issue, we proposed
a method to utilize a large number of example
question-and-answer (Q&A) pairs from a social Q&A
website[5]. Part III of Figure 1 shows an outline of our
proposed method.

Instead of preparing classes of questions before-
hand, this method retrieves already asked question ex-
amples that are similar to a submitted question from
the set of Q&A pairs. Then, based on the writing

style of the answers, it dynamically extracts clue ex-
pressions from the answer examples that correspond to
the retrieved question examples. This clue expression
information is combined with topical content informa-
tion from the question to extract appropriate answer
candidates. Note that we utilize the set of Q&A pairs,
not to find answers from them, but to obtain clue ex-
pressions about the writing style of their answers.

This example-based method is expected to have the
following advantages:

It is free from the danger of question classifica-
tion failure.

Since extracted clue expressions are specific to
not just a class of question but the submitted
question itself, the clue expressions are more spe-
cialized and, therefore, expected to contribute to
finding answer candidates that are more suitable
to the question.

5.1 Obtaining clue expressions from Q&A ex-
amples

5.1.1 Q&A examples

We utilized a corpus of Q&A examples submitted to
“Yahoo! Chiebukuro,” which is a social Q&A website
and the Japanese version of “Yahoo! answers.” This
corpus included about 3.1 million questions and 13.5
million answers that were contributed during the pe-
riod from April 2004 to October 2005. Although each
question had multiple answers, we utilized only the
“best answers,” which were selected as the best by the
questioners. Hereafter, we use the term “Q&A pair”
to refer to a pair consisting of a question and its best
answer.

5.1.2 Generalizing texts in Q&A pairs

In order to extract only information about the writ-
ing style from examples for Measure 2, in this stage,
we applied the following generalization to question
texts and answer texts in the set of Q&A pairs. After
word segmentation, the functional words, like inter-
rogatives, postpositional particles, and so on, and a set
of special content words described later are left as they
are2. On the other hand, other words are replaced with
their part-of-speech names. The set of special content
words includes a set of Japanese content words that
tend to be the foci of questions, like “riyuu (reason),”
“houhou (method),” “imi (meaning),” “chigai (differ-
ence),” and so on. Verbs and adjuncts that appear with
high frequency are also included in the set of special
content words.

5.1.3 Generalizing question texts

From an examination of 30 Japanese sample ques-
tions from the evaluation workshop NTCIR-6 QAC[1],
we found that a word 7-gram whose center word is
the interrogative of the question generally provides

2More precisely, they are replaced with the strings that represent
their pronunciations.

― 44 ―



Proceedings of NTCIR-7 Workshop Meeting, December 16–19, 2008, Tokyo, Japan

enough information to determine the class of question.
Therefore, after the generalization described in Sec-
tion 5.1.2, at this stage each example question was re-
placed with a 7-gram extracted from the question as a
further generalization.

5.1.4 Retrieving example questions similar to the
submitted question

In order to obtain clue expressions peculiar to an-
swer candidates for the question submitted by a user,
in this stage, the proposed method retrieves example
Q&A pairs whose questions are similar to the submit-
ted question from the viewpoint of writing style. As
described before, a word 7-gram whose center word is
an interrogative seems to give us enough context to de-
termine the class of question. Therefore, we define the
similarity between two questions as the similarity be-
tween the word 7-grams extracted from questions. Ac-
cording to the similarity, -best example Q&A pairs
are obtained by using an ordinary information retrieval
technique.

5.1.5 Extracting clue expressions from answer ex-
amples

In this stage, clue expressions are extracted from the
answers in the example Q&A pairs obtained in the
stage described in Section 5.1.4. In this paper, we
adopted a 2-gram as a clue expression unit because
it is the smallest unit that can represent relations be-
tween words. Here, we assume that the effectiveness
of each 2-gram as a clue expression can be estimated
by the degree of correlation between the 2-gram and
the answers from the collected Q&A pairs.

As the measurement of the correlation, we adopted
the value shown in Equation (1) for the following
two kinds of events for the answers from the entire set
of example Q&A pairs:

event Being an answer example that corresponds
to one of the collected question examples, which
are similar to the submitted question. The set of
answer examples for the event is denoted by .

event Being an answer example that contains a
certain 2-gram . The set of answer examples for
the event is denoted by .

(1)

where is the total number of example Q&A pairs.
The more correlated two events are, the larger the
value of is. According to the value of , the

-best 2-grams are selected as clue expressions of the
answers for the submitted question.

5.2 Question Answering using clue expres-
sions obtained from Q&A examples

5.2.1 Extracting keywords from a question and
obtaining their related words

From a question submitted by a user, content words
are extracted as keywords. Let , , and be
the set of all keywords, the set of keywords of simple
nouns (one-morpheme words), and the set of keywords
except nouns, respectively. Since sequences of sim-
ple nouns may form compound nouns, let be the
set of all compound nouns and other remaining simple
nouns.

A question usually contains only a few keywords
and these may not be enough to estimate Measure
1. Therefore, the following keyword expansion and
weighting are performed by using Web documents.

1. Create all subsets that contain three words from .

2. Form a Boolean “AND” query from each subset and submit
it to a Web search engine to obtain a set of snippets. Let
be the number of obtained snippets.

3. The weight value defined as the following equation is
calculated for each word in snippets:

(2)

where is the frequency of the snippets that con-
tain the word for the query .

In order to give each keyword a weight value
that is not less than those of the expanded words, the
weight value is defined as the following equation:

(3)

5.2.2 Grading sentences in retrieved documents

In this stage, each sentence in the retrieved documents
is graded in terms of both Measure 1 and Measure 2.
First, by using the method in Section 5.1.4, the sys-
tem collects example Q&A pairs whose questions are
similar to the submitted question in terms of writing
style. Second, by using the method described in Sec-
tion 5.1.5, it extracts a set of 2-grams as clue expres-
sions from the answer examples of the example Q&A
pairs and calculates the corresponding value for
each 2-gram . Finally, the score of each sentence is
calculated by using the following equation:

Score

(4)

where is the number of different words in the sen-
tence , is the number of different 2-grams in ,

is the -th word in sentence , and is the -
th 2-gram in . Since the terms and

in Equation (4) correspond to Mea-
sure 1 and Measure 2, respectively, the parameter is
used to determine the mixture ratio of Measure 1 and
Measure 2. The normalization term
is introduced to calculate the density of content words
related to the question (i.e. keywords and their related
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words) and clue expressions (i.e. 2-grams that corre-
late with answer examples). In order to reward longer
sentences, a sentence length logarithm is adopted.

5.2.3 Extracting answer candidates

An outline of the extraction of answer candidates is
shown in Figure 2. First, all sentences with maximal

Figure 2. Generation of answer candi-
dates

(not maximum) scores are selected from the retrieved
documents . These play a role as the seeds of answer
candidates. In this paper, an answer candidate corre-
sponding to a seed is defined as the longest series of
sentences that satisfies the following conditions: 1) the
seed is in the series, and 2) every sentence in the series
has a score greater than a threshold. The threshold is
calculated seed by seed from a predetermined ratio in
terms of score. For example, in Figure 2, the ratio is
set as 50% of the maximal score. We define the score
of an answer candidate as the maximal score.

Since we may obtain similar answer candidates
from different Web documents, we introduce the
complete-link clustering of answer candidates in order
to reduce the number of redundant answer candidates.
For each cluster, the answer candidate with the highest
score is obtained as a representative of the cluster.

The list of these representatives of the clusters with
scores is the output of the non-factoid-type Japanese
question-answering system. In the following experi-
ments, the -best representatives are adopted as the
final output of the QA system.

6 Experiments

We conducted followings runs:

a The runs of the end-to-end EN-JA CCLQA
and JA-JA monolingual QA using our proposed
method.

b The runs with other IR results by IR4QA partici-
pants.

6.1 Setting of experiment

We employed the following tools, resources, and
parameter settings in our experiment in NTCIR-7
ACLIA CCLQA.

Morphological analyzer : ChaSen3.

Q&A corpus : Yahoo! Chiebukuro.

Web search engine for keyword expansion : API
for the search engine of Yahoo! JAPAN.

Documents of information source : Mainichi Shim-
bun Newspaper articles 1998-2001.

Number of the answer candidates to be returned :
Five (fixed).

6.2 Experimental results

6.2.1 The runs of the end-to-end EN-JA CCLQA
and JA-JA monolingual QA using our pro-
posed method

Figure 3 shows the evaluation of the run of the end-
to-end EN-JA CCLQA using our proposed method in
terms of F3.

According to the ‘Human-in-the-loop’ evaluation,
the overall accuracy is far from sufficient. Especially,
the questions about event lists are difficult for the sys-
tem. However, the translation of keywords, e.g. named
entities, in questions is not so poor. Figure 4 shows
the accuracy of the translation. Here, the label “Cor-
rect (literally)” represents the situation that the En-
glish keywords are correctly translated into the identi-
cal words appeared in the Japanese questions. The la-
bel “Correct (semantically)” means that the translated
words are not identical, but are semantically equiva-
lent to the words in the Japanese questions. The label
“Correct (partially)” means that the translated words
share main parts with the words in Japanese questions.

Although more detailed analysis will be needed in
order to make the reason clear, one possibility is that
the set of Q&A examples we used does not contain this
type of questions and effective clue expressions were
not obtained. Especially, our method heavily depends
on the existence of interrogatives in questions as de-
scribed in Section 5.1.3. Figure 5 shows the relation
between the average F3 values and the existence of
interrogatives in the English and Japanese questions.
Half of the topics do not contain interrogatives in both
the English question and the Japanese question. The
average F3 values for those topics are smaller than the
topics whose questions have interrogatives. It should
be noted that there are eleven topics in which the En-
glish questions have interrogatives but Japanese ques-
tions do not have. In those case, the average of F3 val-
ues for the EN-JA cross-lingual setting is much higher
than one of the JA-JA monolingual setting.

With regard to automatic evaluations with POUR-
PRE (BINARIZED), the answers for the questions
about event lists seem to be overestimated in compar-
ison with the ‘Human-in-the-loop.’ Figure 6 shows
the Kendall tau rank correlation coefficient between
automatic evaluations with POURPRE (BINARIZED)
and the ‘Human-in-the-loop.’ It may suggest that uni-
gram is not always sufficient as the unit of information,
when we evaluate QA systems.

3http://chasen-legacy.sourceforge.jp/
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Figure 3. Evaluation of EN-JA CCLQA

Figure 4. Accuracy of translation of key-
words

6.2.2 The runs with other IR results by IR4QA
participants

Figure 7 shows the evaluation of the runs with other
IR results by IR4QA participants. The all settings are
same as our CCLQA, but the IR results generated by
other IR4QA participants were used instead of our IR
result. This figure shows the impact of difference of
CLIR method in the context of the end-to-end CCLQA
task with our QA system.

Note that our IR module that is employed in the QA
system is very simple one. It is a monolingual system
and is based on the tf idf method for term weighting
and the vector space model for the calculation of sim-
ilarity. Therefore, the main part of our contribution to
CLIR lies in the question translation shown in Figure
1. It also should be noted that the questions translated
by our method are also used as the inputs for the QA
system in the runs with other IR results. As shown in
Figure 7, the IR runs named CMUJAV-EN-JA-0[0-5]-
T improve the accuracy of QA result in terms of au-
tomatic evaluation, especially for DEFINITION-type
questions. On the other hand, the accuracy is degraded
when we use the IR runs named TA-EN-JA-0[1-3]-.*.

Table 2 shows the result of statistical test of sig-
nificant superiority in terms of F3 of automatic eval-
uation by using Wilcoxon matched pairs signed rank
sum test. The runs named CMUJAV-EN-JA-0[0-5]-T
are significantly improves the accuracy of answers for
DEFINITION-type questions.

7 Conclusion

In this paper, we reported the evaluation results of
our CCLQA system at NTCIR-7 ACLIA. The sys-
tem consists of a question translation module and

a non-factoid-type Japanese question-answering sys-
tem. The question translation module was developed
for NTCIR-6 CLQA, which is a combination of an
off-the-shelf machine-translation product and a noun
phrase translation module using web documents. With
regard to the question-answering system, we proposed
a method of non-factoid question-answering for Web
documents that can uniformly deal with any class of
Japanese non-factoid question by using a large num-
ber of example Q&A pairs. Although the combina-
tion can deal with cross-lingual complex questions for
newspaper articles in ACLIA to some extent, the over-
all accuracy is far from sufficient.
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