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Abstract

This paper presents our work in the simplified Chinese 
opinion analysis task in NTCIR7. For identifying the 
subjective sentences, the domain adaptation technique 
was applied in our method, so that the data in NTCIR6 
can be used for training subjective classifier. The 
evaluation results proves that the method proposed in 
this paper is effective. In extracting the opinion holder, 
we used the CRF model, which was combined with 
manual designed heuristics rules. For CRF model we 
not only extracted part-of-speech features, semantic 
class features, contextual features, but also some 
dependency features through parsing analysis. The 
evaluation results prove that the proposed method is 
effective for extracting opinion holders.  
KeyWords: NTCIR, Sentiment Analysis, Subjective 
Classification, Opinion Holder Extraction

1. Introduction 

Nowadays, opinion analysis has been a hot problem 
and attracted much attentions from researchers recently. 
Opinion analysis contains several tasks, including 
subjective text detection, polarity identification, opinion 
holder extraction etc.. Many researchers have proposed 
their methods for different tasks in opinion analysis 
based on different datasets. For evaluate and compare 
the different methods in multi-lingual opinion analysis, 
NTCIR7 proposed Multilingual Opinion Analysis Tasks 
(MOAT) tasks in this year. More descriptions of the task 
design are shown in the overview paper[25]. 

In NTCIR7, we participated in the two subtasks for 
simplified Chinese data: opinionated sentences 
identification and opinion holder extraction. In opinion 
sentences identification, because the provided training 
data is very small, when training subjective classifier, 
we not only used the training data in NTCIR7 simplified 
Chinese data, but also the traditional Chinese data in 
NTCIR 6 Opinion Analysis Pilot Task. The traditional 
Chinese data in NTCIR6 come from the United Daily 
News, China Times, China Times Express, Commercial 
Times, China Daily News, Central and Daily News. But 
the simplified Chinese data in NTCIR7 come from 

Xinhua News and Lianhe Zaobao. There is a domain 
difference between these two datasets. That is to say that 
training data hasn’t the same distribution with the testing 
data, which can result in that the trained classifier cannot 
have good performance on the testing data if we directly 
use the training data in NTCIR 6. Therefore, we applied 
a domain adaptation technique to train a subjective 
classifier for identifying the opinionated sentences. For 
extracting opinion holder, we regarded it as a sequential 
labeling task and applied CRF model.  For training it, we 
integrated some special features, like dependency 
features, contextual features, etc. After applying CRF 
model, we also use some manual designed rules to 
extract potential opinion holders for increasing recall. 
The details will be given below. 

The reminder of this paper is organized as follows. In 
the section 2, we will give the related work about 
domain adaptation technique, subjective text detection 
and opinion holder extraction. In the section 3, we will 
give our domain adaptation method for subjective  
sentence detection in detail. In the section 4, the detail 
process for extraction opinion holder will be proposed. 
In the section 5, the evaluation results will be given. In 
the last section, we will give our conclusion. 

2. Related Work 

Many researches focused on identifying the 
subjective texts, like [9][20][15][16][23]. Wiebe[9] used 
a Naïve Bayes classifier to judge the sentence is 
subjective or objective. They used syntactic classes, 
punctuation, and sentence position as features. [15][16] 
used a sentimental dictionary to identify the subjective 
sentence. If a sentence contains one sentimental word, 
this sentence would be regarded as the subjective one. 
[21] shows that the adjective are useful for subjective 
classification.

For domain transferring, there are several researches 
about this problem [1][8][10][11][12][13][17][22]. 
Blitzer [13] proposed structural corresponding learning 
that defines new features for capturing the 
correspondence between features in two domains. 
Blitzer [12] applied this method in sentiment 
classification for four different domains and obtained 
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better results than traditional learning methods. Jiang [11] 
proposed a two stages method. The first stage is 
generalization stage which looks for generalized features 
across domains and the second stage is the adaptation 
stage which picks up useful features specific to the 
target domain. Dai [22] gave a transferring naïve Bayes 
method. They used KL divergence between two 
different domains to estimate the trade off parameters in 
the EM iterative process. Hal Daumé III [8] proposed a 
graphic model in which they assumed that the data in 
source domain and target domain are generated from a 
mixture of a general distribution and a domain specific 
distribution. They used conditional expectation 
maximization algorithm to estimate the parameters in the 
model. 

For extracting opinion holder, [15][20][24] are 
related to our work. Kim [20] used FrameNet and 
Semantic Role Labeling to find opinions and their 
holders. Ruifeng Xu [16] treated the nearest named 
entity before the opinion operator as the opinion holder 
in a subjective sentence. Our work is closely related with 
[15][24]. They both used CRF model to extract opinion 
holder. Ruihong Huang [15] used lexical features, POS 
features, semantic class features and opinion trigger 
features. Yejin Choi [24] not only used the features 
mentioned above, but also dependency tree features.  

3. Opinion Identification based on Domain 
Adaptation

3.1  Data Preprocessing 

Before detecting opinions, we used our own NER 
tools [25] to recognize the named entities in each 
sentence, by which we can also obtain the part-of-speech 
of each word. After that, we used parsing tool [6] to get 
the dependency relation among the words in each 
sentence. Those are the preparation for feature extraction. 
We would describe the process of feature extraction in 
detail in the following section. 

For extracting features, we also built two dictionaries: 
opinion operator lexicon and opinion word lexicon. The 
concept of opinion operator and opinion word is the 
same as [16]. The opinion operators are verbs, which 
can denote an opinion event. The following table lists 
some examples about opinion operator. 

Table 1. Some examples of opinion operator 

�� (express)� (believe)� (say)� �

(persist) � � (praise) � � (suggest) � � 	
(propose) � 
 � (declare) � � � (indicate) � �
(state)� (predict)���(claim)�
	(point)��

(confess)���(request)�
�(announce)���
(know)� �(think)�……

The opinion word lexicon contains verb, adjectives 
and some adverbs, in which each opinion word 
expresses the polarity about some topic. 

Table 2. Some examples of opinion words 

�� (stingy)�� (big)�� (beautiful)���
(pretty)��� (gentle)��� (good looking)���
(disappointed) � �  (unexpectedly) � ! "

(insufficient)�#$(decline)�!%�(depression)�
&'( (notorious)�) (degenerate)�*+

(reduced)�,-(increase)�./(resist)�……

The lexicon of the opinion operator comes from the 
corpus of NTCIR 6. We extracted all words which are 
tagged as <OPINION_OPR> in the corpus. The lexicon 
of the opinion word comes from three sources. The first 
source is the corpus of NTCIR 6. All words, which are 
labeled as <OPINION_OPR> and <SENTIMENT_KW>, 
are regarded as the opinion word. The second source is 
the sentiment dictionary which is provided by National 
Taiwan University. There are 11,088 words in this 
dictionary. The third source is HowNet1 , which has 
8,938 subjective words.  

3.2  Domain Adaptation 

Based on these two lexicons, we train a subjective 
classifier. The size of simplified Chinese training data in 
NTCIR7 is small, which has only 424 sentences. For 
training subjective classifier, this training data is not 
sufficient. Therefore, we used the data in NTCIR6. The 
traditional Chinese data in NTCIR6 come from the 
United Daily News, China Times, China Times Express, 
Commercial Times, China Daily News, Central and 
Daily News. They come from the different domain 
compared with the data in NTCIR7. If we directly use 
the data in NTCIR6, it may result in the decrease of the 
performance because the distribution of these two 
domains is different. Therefore, we use a domain 
adaptation technique for identifying subjective sentences, 
which is similar to [10]. 

We have labeled dataset sD of the source 

domain s with the probabilistic distribution ( )sp � , the 

labeled dataset ,t lD and unlabeled testing dataset ,t uD of

the target domain t with the probabilistic 

distribution ( )tp � . The joint distribution 
function ( , ; )p x y � of documents x , classes y and
parameters � is defined. Our goal is to obtain a good 
estimate of *� by optimizing the following likelihood 
function under the distribution of ( )tp � . The 
optimization object is given as follows: 

arg max ( , ) log ( / ; )

arg max ( ) ( / ) log ( / ; )

t
y

t t
y

p x y p y x dx

p x p y x p y x dx

�

�
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�

�

�

��

��

1 http://www.keenage.com/
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For the source dataset sD , we assume 

( / )sp y x approximate ( / )tp y x . Therefore, for 

different dataset sD , ,t lD  and ,t uD , the above 
optimization object can be rewritten as the following 
formula, which is also mentioned in [10]: 
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where sN , ,t lN and ,t uN denote the size of the source 
labeled dataset, the target labeled dataset and the target 
unlabeled dataset, respectively. 

The first part in the above formula is estimated in the 

source dataset, where 
( )
( )

t s
i

s s

p x
p x

� � . i�  reflects the 

difference between two domains. For computing this 
value, we assume that the words are independent of each 
other and use the following formula to approximate it 
based on the unigram language model: 

( ) ( / )
( )
( ) ( ) ( / )
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s s

t t
w x w xt s

s s s s
w x w x

p w p w D
p x
p x p w p w D


 



 


��
� �

� �
where w is the word in the instance. ( / )ip w D can be 

estimated in each domain by ( , ) /
ii DN w D N , where 

( , )iN w D denotes the count of w in domain 

iD , { , }i s t
 and
iDN denotes the count of all words in 

this domain. 
The second part is estimated in the target labeled 

dataset and the third part is estimated in the target 
unlabeled dataset. This part is similar to the semi-
supervised method. ( )y� denotes the probability of 
labeling an instance as y . Many semi-supervised 
method can be used here. In our experiment, we use 
SVM as our model of ( / ; )p y x � . So for the selection 
of ( )y� , we directly use the transductive SVM method. 

,t l� and ,t u� reflect the weight of the instance in target 
domain. As the same to [10], we will make them lager 
than i� , because we must put the more attentation on the 
target domain. 

For using ( / )sp y x to approximate ( / )tp y x , we 
use the small target labeled dataset to remove potentially 
uncorrected source  labeled instance. We use the training 
data in NTCIR 7 simplified Chinese dataset to train a 
classifier and apply it on the labeled dataset in NTCIR 6. 
For misclassified instance, we select top 80% 

uncorrected instance and set i� of them to be zero. And 
others is set one. Then we will use domain adaptive 
method to train a classifier on the both dataset. 

3.3 Features for Identifying Subjective Sentences 

To train a subjective classifier, we must develop 
some special features for indicating opinion. Here, we 
mainly use the following features: 

Table 3. Features for identifying subjective 
sentences

Features Description 
Adj. Verb. The adjective and verb occurred in the 

sentence.
Named 
Entities 

All named entities occurred in the 
sentence

Opinion 
Word 

The word occurred in the opinion word 
dictionary 

Dependency 
Features

The special dependent structure 
occurred in the parsing tree of the 
sentence

Other
Features

All idioms occurred in the sentence 

“�0/LOC (USA) 012 /n (defense minister) 3
4/PER (Kern) 56/TIM (today) 7/p (at) 89/LOC
(Australia) :;</LOC (Canberra) ��/v (said)” 

Figure 1. The parsing result 

We use paring tools [6] to parse each sentence to 
obtain a dependency tree. When a word of the sentence 
occur in the opinion operate lexicon and there are a 
named entity dependent on this word, we believe that 
there is an opinion in this sentence. For example in 
figure1, “34 (Kern)” is a named entity and it is 
dependent on “�� (said)” in this dependency tree, 
while “��(said)” is an opinion operate word.  So there 
are dependency features which indicate an opinion. We 
also regard idioms as features, because in Chinese idiom 
idioms often express strong sentiment, like “= !>

( wicked to the extreme)”, “�? (prefect )”…… 

��/v (said) 

34/PER 
(Kern) 

�0/LOC 
(USA) 

012 /n
(defense
minister) 

56/TIM 
(Today) 

7/p
(at)

:;</LOC 
(Canberra)

89/LOC 
(Australia) 
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4. Extracting Opinion Holders based on 
CRF Model 

As mentioned in section 1, we used CRF model to 
extract opinion holder in the subjective sentences which 
are extracted in section 3. After that, we used some 
heuristics rules to revise the extracted results for 
increasing the recall. In the following, we firstly 
introduce the CRF model. Then we explain the features 
which we used. Finally we will describe the used 
heuristics rules. 

4.1  CRF Model 

Conditional Random Fields (CRFs) [14] are 
undirected graphical models used to calculate the 
conditional probability of a set of labels given a set of 
input variables. We cite the definitions of CRFs in [14]. 
It defines the conditional probability proportional to the 
product of potential functions on cliques of the graph, 

exp ( , )
( | )

exp( ( , ))
y

F Y X
P Y X

F Y X�

�
�
�

�
��

            

where X is a set of input random variables and Y is a set 
of random labels. ( , )F Y X is an arbitrary feature 
function over its arguments, � is a learned weight for 
each feature function 

The training of CRFs is based on Maximum 
Likelihood Principle [7]. The log likelihood function is 


 �( ) ( , ) log ( )k k kk
L F Y X Z X�� �� � ��

Therefore, Limited-memory BFGS (L-BFGS) 
algorithm is used to find this nonlinear optimization 
parameters.  

4.2  Features for Extracting Opinion Holders 

To develop features, we consider them in the 
following principles: 1. Opinion holders are mostly 
named entities (Person, Organization or Location), noun 
phrases and pronouns. 2. Opinion holders are mostly 
connected with the opinion operate. 3. Opinion holders 
mostly occur in special position in the sentence. Based 
these three principles, we define the following features: 

POS features: Based on our own POS tagger, the 
output of each word in the sentence would be taken into 
the feature set. If one word is labeled as noun or 
pronoun, it would be regarded as the potential opinion 
holder.   

Semantic class features: Based on NER tools [25], 
we extract the named entities in a sentence. All the 
named entities are regarded as the candidates of the 
opinion holder. 

Contextual Features: For extracting opinion holders, 
we must consider the contextual information around the 
opinion holder. Therefore, we defined the lexical 
features in a [-2,+2] window and their part-of-speech as 
the contextual features. If there are named entities in this 
window, we also find them out. We also believe that 
“colon (:)” is the strong indicator of the opinion holder. 

If it occurs in the behind of the token in the window, we 
extract it as a feature.

Dependency Features: As mentioned in section 3, 
we used our own parsing tool [6] to parse each 
subjective sentence. Then we can obtain a dependency 
tree for each sentence. We believe that the root of this 
dependency tree would be a verb, which cannot be a 
holder candidate. We assume there are some structure 
relationship between the opinion word and the opinion 
operate word. The opinion operate dictionary mentioned 
in section 3 are used to find the opinion operate word. If 
some word is dependent on the opinion operate word, 
we think this word will be the opinion holder. For the 
example in figure 1, the part-of-speech of “34(Kern)”,
“012 (defense minister)” and “�0(USA)” is noun 
and they are dependent on “��” in this dependency 
tree, while “��” is an opinion operate word. At this 
reason, they may be the opinion holder in this sentence, 
while “:;<(Canberra)” and “89(Australia)” are 
not. After that, we must record the distance from the 
opinion operate word to the opinion holder candidate, 
because we believe that the opinion holder cannot be too 
far from the opinion operate word. 

Position Features: We recorded the word’s position 
in the sentence, because we believe that the opinion 
holder often occurs in the beginning or end of the 
sentence. We divided the sentence into three parts and 
recorded the part to which the word belongs. 

4.3  Finding Opinion Holder by Heuristics Rules 

After identifying opinion holder with CRF model, we 
find that recall of the result is not high. Therefore, we 
designed several heuristics rules to extract potential 
opinion holders. They are shown in table 1. If there are 
no opinion holder extracted by CRF model in a sentence, 
these heuristics rules would be used. 

Table 4. Rules for Extracting Opinion Holder 

No. Description 
1 If the opinion operator occurs in the subjective 

sentences and is the root of dependency tree, 
the nearest named entity or the pronoun, which 
is dependent on the opinion operator, are 
regarded as the opinion holder.  

2 If the opinion operator occurs in the clause of 
the subjective sentences, the nearest named 
entity or the pronoun, which is depend on the 
opinion operator, are regarded as the opinion 
holder. 

3 The nearest named entity which occurs before 
the opinion operator in the subjective sentence.

4 The nearest noun which occurs before the 
opinion operator in the subjective sentence 

5 The occurred named entity in the subjective 
sentence.

6 If there is no opinion holder in the subjective 
sentence, the “Post_Author” will be regarded as 
the opinion holder of this sentence. 
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More opinion holders would be extracted if the 
sentences satisfies any of the rules with the priority from 
1to 6, which means that  rule 1 has the highest priority 
and  rule 6 has the lowest priority. Rule 1 is to find the 
opinion holder from the dependency relationship in the 
whole sentence. Rule 2 is the same to Rule 1, except that 
the dependency relationship is found in the clause rather 
than the whole sentence. Rule 3 and Rule 4 are to find 
the potential opinion holder which occurs before the 
opinion operator like “ (say)”. Rule 5 is practical 
because we believe that the named entity is probably to 
be a holder. Rule 6 is suitable for the situation that the 
opinion is expressed by the author of the post which has 
not been mentioned.   

5.  Evaluation Results and Discussion 

We submitted four runs. The strict and lenient 
evaluation results are listed in the following table. The 
detail descriptions of these two evaluation method are 
given in [25], and we will not describe them here. In 
Run1, we applied the domain adaptation technique 
mentioned in section 3. In Run2, we only used the 
training files in NTCIR7 simplified Chinese corpus to 
train our classifier. In Run3, we used the whole training 
dataset which contains NTCIR7 simplified Chinese 
corpus and all data in NTCIR6 traditional Chinese 
corpus to train our classifier. In Run4, we used the 
training files in NTCIR7 simplified Chinese corpus to 
select the “correct” instance in NTCIR6 traditional 
Chinese corpus, then we combined them together and 
trained our subjective classifier. All evaluation results 
for identifying subjective sentences are given in table 5 
and 6.

Comparing the results of Run3 with Run2, we can see 
that the performance would be worse, if we directly 
regarded the data in NTCIR6 as the training data. In the 
results of Run1, we can see that the domain adaptation 
method mentioned give the different weight to each 
instance in NTCIR6 and use the data in testing dataset to 
guide the training process. It proves that our methid can 
effectively make use of the training files came from the 
different domain. It can effectively increase the 
performance of our subjective classifier. 

For extracting opinion holder, the method mentioned 
in section 4 was applied to the subjective sentence 
identified by subjective classifier. Therefore, for each 
run, different results of the opinion holder extraction are 
obtained. All results for each run are listed in table 7, 8, 
9 and 10. Compared with other methods mentioned in 
[25], our method achieves the best performance on 
opinion holder extraction strict and lenient evaluation. 
We think that our results benefits from the following 
points. 1. The effectiveness of the CRF model. 2. The 
parsing features is useful for extracting opinion holder. 3. 
The manual designed heuristics rules are effective.   

Table 5. The lenient result for identifying 
subjective sentences 

 Precision Recall F1 
Run1 0.5822 0.7753 0.665 
Run2 0.588 0.4842 0.5311 
Run3 0.4551 0.5725 0.5071 
Run4 0.5769 0.5639 0.5703 

Table 6. The strict result for identifying 
subjective sentences  

 Precision Recall F1 
Run1 0.6096 0.892 0.724 
Run2 0.6129 0.5501 0.5798 
Run3 0.4197 0.637 0.506 
Run4 0.5973 0.6459 0.6207 

Table 7. The lenient result for extracting 
opinion holder

 Precision Recall F1 
Run1 0.428571 0.42857 0.428571 
Run2 0.449724 0.44972 0.449724 
Run3 0.403738 0.40374 0.403738 
Run4 0.429791 0.42979 0.429791 

Table 8. The lenient result (recall based) for 
extracting opinion holder

 Precision Recall F1 
Run1 0.2495 0.33226 0.28499 
Run2 0.26446 0.21776 0.23885 
Run3 0.18375 0.23114 0.20474 
Run4 0.24795 0.24238 0.24513 

Table 9. The strict result for extracting 
opinion holder

 Precision Recall F1 
Run1 0.475862 0.47586 0.475862 
Run2 0.482143 0.48214 0.482143 
Run3 0.4689 0.4689 0.4689 
Run4 0.471503 0.4715 0.471503 

Table 10. The strict result (recall based) for 
extracting opinion holder 

 Precision Recall F1 
Run1 0.17186 0.40351 0.24105 
Run2 0.16875 0.23684 0.19708 
Run3 0.098 0.28655 0.14605 
Run4 0.15582 0.26608 0.19654 

6.  Conclusions and Future Work 

In this paper, we reported our method for NTCIR 7 
Multilingual Opinion Analysis Tasks (MOAT). From the 
evaluation results, our method achieved a satisfactory 
performance. Our results in opinion identification 
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subtask prove the effectiveness of domain adaptation 
technique mention in this paper. Also the favorable 
performance on opinion holder extraction proves that the 
selection of parsing features is useful and the method 
based on heuristics rules is also effective for opinion 
holder identification. 

Furthermore, we can see that our results are still not 
satisfactory enough for practical application. We must 
devote to select  more effective opinion features that can 
indicate the opinion in the sentences. It is an important 
part for our further research. 
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