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Abstract

We describe an opinion analysis system developed
for Multilingual Opinion Analysis Task at NTCIR7.
Given a topic and relevant newspaper articles, our
system determines whether a sentence in the articles
carries an opinion, if so, then extract the polarity and
holder of the opinion. Our system uses subjectivity
lexicons to score the sentiment weight of a word, in
addition with a weight that reflects the discriminating
power of the word. We borrow some techniques from
Information Retrieval because discovering the impor-
tance and discriminating power of a word in a col-
lection of documents is a commonly dealt issue in in-
formation retrieval tasks. We also use our own set
of heuristics that are more specific to the task. Our
system achieves high performance overall, with ex-
ceptional performances on polarity judgment of sen-
tences.
Keywords: Opinion Analysis, Multilingual Opinion
Analysis Task, MOAT, NTCIR

1 Introduction

Multilingual Opinion Analysis Task (MOAT) at
NTCIR is a task of extracting opinions and related
properties such as polarity, relevance to a topic, holder
and target from a set of newspaper articles in English,
Chinese, and Japanese. After the successful pilot
workshop at NTCIR6 with participants from a num-
ber of research groups, MOAT at NTCIR7 called for
finer granularity of analysis at sub-sentences (opinion-
clauses) and an additional job of finding opinion tar-
gets [2].

Among the tasks defined for NTCIR7, We per-
formed the judgment of opinion and polarity of sen-
tences, and extracting holders of such sentences. Par-
ticipating for the first time, our aim for NTCIR7 was
to develop an initial system that performs reason-
ably well but more importantly has rooms for imple-

menting different ideas for this task and in the future
work. While most previous work focused on analyzing
opinion-related properties, our work explores the use-
fulness of term weighting scheme in opinion analysis
tasks.

Our system takes the form of a general lexicon-
based opinion identification system, consisting of an
opinion identifier, a polarity identifier, and an opinion
holder extractor. The opinion analysis system utilizes
various lexicons; opinion and polarity identifiers use a
sentiment lexicon and a list of appraisal verbs to dis-
tinguish words containing sentiments, and our opinion
holder extractor additionally requires a list of commu-
nication verbs for detecting entities expressing opin-
ions in sentences.

Unlike previous work, we have attempted to ex-
plore the idea of weighting the informativeness of
words; whether the appearance of the word is signifi-
cant statistically, syntactically, or topically. Also, we
consider the prior probability of a sentence being opin-
ionated according to its context, namely the document
it belongs. Term weighting and document smooth-
ing are extensively studied subjects in information re-
trieval (IR). We have taken a few IR approaches to
term weighting and sentence smoothing, as well as our
own heuristics to reflect our first hypothesis described
in section 2.

2 Hypotheses

Our work distinguishes itself from the previous
work by grounding its basis on the hypotheses de-
scribed below:

1. Opinionativeness of a word consists of a sen-
timent and an informative aspects, each repre-
sented by some measures independent of each
other.

2. A sentence of a document with many opinionated
sentences is more likely to be opinionated. Sim-
ilarly, a document tends to contain either mostly
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of positive sentences or mostly of negative sen-
tences.

The first hypothesis emphasizes that words differ
not only in opinion-related properties such as polar-
ity and strength, but also differs in reliabilities of such
properties in the language usage or in different con-
texts. Previous work has mostly dealt with learning
the polarity and strength of words’ or phrasal expres-
sions’ opinionatedness. However, such approaches fail
to differentiate the discriminating power of terms, and
adjust opinion strengths accordingly. The importance
or dicriminating power of a word is not the strength
of opinion. Rather, it is measure of how dicerning the
word is compared to other words in the collection or
the context of documents.

Secondly, we assume that a document consists ei-
ther mostly of opinionated sentences or mostly of non-
opinionated sentences, hence there is a prior probabil-
ity of a sentence being opinionated hinted by the doc-
ument it belongs. Here we consider the nature of the
newspaper articles, if not any piece of writing, that a
document on certain topics usually serves a purpose of
either providing objective information or advocating
one’s opinions. Assuming that this proposition holds,
a sentence will tend to follow the document’s overall
tendency of whether to express opinions or not.

3 Proposed System

Based on the hypotheses and the approaches com-
monly used in the previous work, we develop an opin-
ion analysis system capable of detecting opinion, po-
larity, and opinion holder. We hypothized that the
opinionatedness of each word consists of opinion-
related properties represented as a sentiment weight
and informativeness-related properties represented as
a term weight (hypothesis 1).

Our system employs simple score functions to eval-
uate the opinionatedness or the polarity. As shown in
the equations 1, an opinion score, and positive and
negative polarity scores of a sentence are regarded
simply as sums of products of the sentiment weight
and the term weight of all words in the sentence.

Op(s) =
∑
w∈s

WSentiment(w) ·Wterm(w)

Pos(s) =
∑
w∈s

WSentimentpos
(w) ·Wterm(w)

Neg(s) =
∑
w∈s

WSentimentneg
(w) ·Wterm(w) (1)

These equations are used as baselines to judge opin-
ion and polarity of a sentence in our system. We de-
scribe in the following sections various terms used in

the equations and introduce a a slightly modified ver-
sion that reflects the hypothesis 2.

3.1 Sentiment Weght

To assess the sentiment weight of each word, we
used SentiWordNet1 [3] and a list of Appraisal Verbs2

[12].
SentiWordNet is a set of WordNet synsets with au-

tomatically assigned positive, negative, and neutral
probability scores. In our experiments, we have treated
each word in WordNet synsets independently and as-
signed the scores of the synset it belongs. A word with
different senses has multiple candidates of sentiment
scores. In such cases, we choose the maximum scores.

Appraisal verbs are appraisal words from Levin’s
Verb Classes [17]. Unlike SentiWordNet, words in the
appraisal verbs list are hand-picked, hence we consider
them more reliable. We augment the sentiment weight
of a word by adding a constant if the word exists in the
appraisal verb list.

We simply summed positive and negative scores to
compute the sentiment scores. According to the Sen-
tiWordNet, a subjectivity score of a synset is the sum
of a positive score and a negative score of the synset.
However, choosing the larger value of the two scores
is also feasible because a word in a context is carrying
a sentiment of either positive or negative opinion.

WSentimentpos(w) = SWNpos(w) + Appraisal(w)
WSentimentNeg (w) = SWNneg(w) + Appraisal(w)

WSentiment(w) = SWNpos(w) + SWNneg(w)
+Appraisal(w) (2)

Appraisal(w) =

{
C if w is an appraisal verb
0 otherwise

(3)

Constant C is arbitrarily set to 1.5.

3.2 Term Weight

A word may have different informativeness in sen-
tences according to its statistics in the document col-
lection, the role in the sentence, or proximity to topical
words.

We have defined the term weight of a word with
three different factors that could affect the informative-
ness of a word.

Wterm(w) = WBM25(w) ·WTreeDepth(w)
·WTopicProximity(w) (4)

1http://sentiwordnet.isti.cnr.it/
2http://lingcog.iit.edu/arc/appraisal lexicon 2007b.tar.gz
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Each term in the equation is described in the fol-
lowing subsections.

3.2.1 BM25 Retrieval Model

The issue of determining term weights according to
its importance and discriminating power using sta-
tistical knowledge from a document collection has
been extensively studied in the field of IR. In classi-
cal term-weighting model TF-IDF, words are weighted
in the aspects of: (1) inter-document discriminative
power (inverse document frequency, IDF) and (2)
intra-document significance (term frequency, TF).

We naively take an information retrieval model pop-
ularly used in document retrieval systems. From vari-
ant versions of Okapi BM25, We implemented one as
follows.

WBM25(w) = log N−df+0.5
df+0.5

· tf ·(k1+1)

tf+k1·(1−b+b· dl
avgdl )

(5)

Model parameters k1 and b are set to k1 = 2.0,
b = 0.75, as is commonly done in the ad-hoc
document retrieval. Term statistics are figured out
from appropriate sources: term frequency (tf ) and
document length (dl) are computed using the test
document, and document frequency (df ) and average
document length (avgdl) are estimnated from the
NTCIR CLIR English newspaper corpus.

3.2.2 Depth in Dependency Tree

Dependency tree reveals the dominant and dependant
relations among words in a sentence, such that a dom-
inant word is the parent of dependant words forming a
tree structure. In such tree graphs, the word of a par-
ent node is described by the words of its descendant
nodes. Therefore, as the height of a node in the de-
pendency tree increases, the influence of the nodes on
whole sentence decreases: the root with the most im-
portance and the leaf nodes the least. We assume that
opinionatedness of a node also decreases as the node
is deeper in the tree.

A heuristic described in equation 6 assigns lesser
weight to the nodes located deeper in the dependency
tree. This simple rule assigns less weights to nouns or
adverbs than to verbs, less weights to adjectives than
to nouns, within a simple sentence, and less weights to
subordinate sentences and clauses than main sentences
and clauses.

WTreeDepth(w) = DepTreeDepth(w)penalty (6)

The penalty factor of 0.9 is set arbitrarily without
any tuning on a training corpus.

3.2.3 Topical Proximity

The object of the opinion analysis system is to find
opinionated sentences from a set of relevant docu-
ments to a given topic. The heuristic in equation 7
boosts term weights of the opinionated words located
near topical words, in the hope of rewarding the opin-
ions about the topic.

If an opinionated word appears near topical words
(nouns, verbs, adjectives, adverbs) in less than 2 tra-
verse in a dependency tree, then its term weight is in-
creased by 50%.

WTopicProximity(w) =





1.5 if distance to topic in
dependency tree <= 2

1.0 otherwise
(7)

3.3 Opinion Prior

From hypothesis 2, we assume that sentences have
prior opinion or polarity scores provided by the docu-
ment it belongs. We use the Jelinek-Mercer method, a
simple interpolation smoothing, to merge the score of
a sentence with the score of the document. (equation
8)

OpSmooth(s) = λ ·Op(s) + (1− λ) ·
∑

s′∈D Op(s′)
|D|

PosSmooth(s) = λ · Pos(s) + (1− λ) ·
∑

s′∈D Pos(s′)
|D|

NegSmooth(s) = λ ·Neg(s) + (1− λ) ·
∑

s′∈D Neg(s′)
|D| (8)

3.4 Opinion Judgment

The opinion judgment of sentences are carried out
using the equations 1 and 8 with different combina-
tions of their sub-components , and a threshold value
θop, which determines the minimal value of opinion
scores Op(s) and OpSmooth(s) to be judged as opin-
ionated. We optimized θop using the NTCIR6 MOAT
corpus, and the final value was tuned on the NTCIR7
MOAT Example corpus.

3.5 Polarity Judgment

Once the opinionatedness of a sentence is judged
as opinionated, sentence polarity is determined us-
ing Pos(s) and Neg(s) in equations 1 and 8. If
PosSmooth(s) is greater than NegSmooth(s) + θpol,
then the sentence s is judged as positive (POS). If
NegSmooth(s) is greater than PosSmooth(s) + θpol,
then the sentence s is judged as negative (NEG). Oth-
erwise, the sentence s is neural (NEU). The value of
θpol is set to 0.1 arbitrarily.
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3.6 Opinion Holder Extractor

To extract opinion holders, we exploited a set of
communications and appraisal verbs, SentiWordNet, a
named entities recognizer, and a syntactic parser. The
list of communication and appraisal verbs are from
[12]. We use the Stanford statistical parser 3 [15] to
obtain dependency parses of English sentences, and
the Stanford Named Entity Recognizer 4 [16] to recog-
nize named entities in the sentences. We also manually
compiled a list of non-named entity opinion holder
candidates such as pronouns and professions found in
the NTCIR6 English MOAT corpus.

We created a set of tuples containing words and its
sentiment score (maximum of its positive and negative
sentiment scores) in the SentiWordNet. Then, scores
of all communication verbs were set to 0.9 and ap-
praisal words 0.7.

Given a sentence, we find the most opinionated
word using the compiled lexicon. From such word
in the dependency tree, we traverse up the tree to its
first ancestor node with POS as verb. We extract the
nominal subject (n subj) of the verb as the holder of
the opinion expressed in the sentence. If a subject is
not found, then “author” is set as the opinion holder of
the sentence. If a subject is found, then from the NP
chunk, we extract any named entities or opinion holder
candidates are extracted as the opinion holder. If no
named entity or opinion holder candidate is found,
then we set the holder as the “author” of the document.

Regardless of the previous step, if a sentence in-
cludes quotation marks, then the speaker of the quote
is extracted as the opinion holder of the sentence.

4 Experimental Results and Discussion

4.1 NTCIR6

We report in table 3.6 the best performance of our
system tuned for NTCIR6, tuning the parameters λ for
Jelinek-Mercer smoothing and θop for threshold. A
system using only sentiment weights from SentiWord-
Net is set as our baseline, and we have set up different
systems by adding different components to it. Emper-
ically, we have shown that the idea for each compo-
nents have worked, some with very exceptional im-
provements while most only mild. The system per-
forms the best when every suggested components are
used together, improving precision and f-measure ex-
ceptionally, but with slight loss in recall, over the base-
line. Our proposed ideas worked particularly well for
the polarity judgment tasks and has shown improve-
ment of 35.5% and 25.4% in precision and f-measure,
respectively, in lenient evalution scheme. The best per-
formance of opinionated judgment of our system on

3http://nlp.stanford.edu/software/lex-parser.shtml
4http://nlp.stanford.edu/software/CRF-NER.shtml

the NTCIR6 English MOAT is comparable to the best
systems at NTCIR6, and the perfrmance polarity judg-
ment of our system out-performs NTCIR6’s best sys-
tem on polarity jugdment [1].

The performance of opinion holder extraction can-
not be exactly measured because human intervention
is required to judge partially matched answers. We re-
port the performance in the worse case by answering
“No” to every partially-matched answers, and in case
using appropriate judgment of one of the authors.

4.2 NTCIR7

Using the best system validated on the NTCIR6
English MOAT corpus, we submitted three different
runs KLE 1∼3, where λ and θop are optimized on F-
measure, precision, and recall, respectively, using the
NTCIR7 English MOAT Example corpus.

Our systems performed as expected from the results
of test runs on the NTCIR6 corpus, ranking high in
opinionated judgment tasks and out-performing other
systems on polarity judgment tasks [1].

5 Conclusion

Despite the simple approach of our systems in us-
ing a simple tf-idf-like factor and some heuristics to re-
flect term weighting into the system of analysing opin-
ions in newspaper articles, overall, it has achieved high
performance in opinionated and polarity jugdment
tasks. Also, our opinion holder extraction scheme has
worked quite well, despite of its simple approach in
finding the most opinionated words and their verbs,
and extracting the verb’s nominal subjects.

Although our system needs further improvements
by firmly stamping its theoretical foundations, it has
shown its potentials through emperical evaluations
against various systems at NTCIR7.

Our future work includes strengthening the sys-
tem’s theoretical foundation based on the hypotheses
that we have built our system upon.
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