Proceedings of NTCIR-7 Workshop Meeting, December 16-19, 2008, Tokyo, Japan

A Multilingual Polarity Classification Method using Mult-label
Classification Technique Based on Corpus Analysis

Yohei Sekit
7Dept. of Information and Computer Sciences, Toyohashi University of Technology
Aichi 441-8580, Japan
seki@ics.tut.ac.jp

November 17, 2008

Abstract

In NTCIR-7 MOAT, we participated in four sub-
tasks (opinion & holder detection, relevance judg-
ment, and polarity classification) at two language
sides: Japanese and English. In this paper, we fo-
cused on the feature selection and polarity classifi-
cation methodology in both languages. To detect
opinion and classify the polarity, the features were
selected based on a statistical y-square tests over
NTCIR-6 and MPQA corpora. We also compared
several multi-label classification methods to clas-
sify positive, negative, and neutral polarity. The
evaluation results suggested that the coverage of
the features in Japanese was acceptable for the
opinion analysis in newspaper articles, but there
was still a room for improvement in the coverage
of the features in English. We also found the result
of SVM woting approach was slightly better than
the results of Multi-label classification approach.

1 Introduction

We held a multilingual opinion analysis task twice
in NTCIR-6 and NTCIR-7 [12, 13]. In NTCIR-
7 MOAT, we have several different challenging
points from the first one as follows:

1. The participants could use NTCIR-6 OAT
corpus: large size test collection with detailed
annotation appropriate for training use.

2. The number of participants who participated
at multilingual sides with language portable
approaches increased (two participants =
eight participants).

3. The task focused on not only sentence-level
annotation but also subsentence-level anno-
tation.

For the first & second points, we describe our
participation experience in NTCIR-7 MOAT at

Japanese and English sides, with the approach
based on the feature selection with the statisti-
cal analysis in both languages. We investigate
the effective features of opinion detection and po-
larity classification based on y-square tests over
NTCIR-6 OAT and MPQA corpora. For opinion
and holder detection, we took an author and au-
thority classification approach [11], which was the
same approach used in NTCIR-6, but based on
the newly selected features. For polarity classifi-
cation, we also compared two multi-label classifi-
cation techniques: SVM woting and Mulan [16].

This paper is constructed as follows. In Section
2, we describe our methodology in NTCIR-7. Sec-
tion 3 gives the evaluation results and discussion.
Finally, we conclude our research in Section 4.

2 TUT Opinion Detection
System in NTCIR-7

2.1 Overview

The opinion detection system overview in NTCIR-
7 MOAT is described in Figure 1. This architec-
ture was implemented both in Japanese and En-
glish. Our opinion detection system was based on
the features selected from the significance of fre-
quency in NTCIR-6 OAT and MPQA corpora and
classified sentences into opinionated sentences ex-
pressed from author viewpoints or from authority
viewpoints, as proposed in [11]. These differenti-
ations were passed into opinion holder identifica-
tion system. In relevance judgment and polarity
classification system, author & authority opinions
were not differentiated. In the polarity classifica-
tion system, the features were also selected based
on the significance of frequency in NTCIR-6 OAT
and MPQA corpora.
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Figure 1: TUT System in NTCIR-7 MOAT

2.2 Feature selection

We selected the features for author and authority
opinion detection and polarity classification based
on x-square tests on NTCIR-6 OAT corpus and
MPQA corpus [17]. The feature examples shown
in Table 3 and Table 4 were used for opinion detec-
tion and polarity classification in Japanese. The
features shown in Table 5 and Table 6 were used
for opinion detection and polarity classification in
English. Note that the features in Japanese were
suggested partially as examples due to the limit of
paper space, although all the features in English
were shown.

Feature selection methodology in Japanese

For author & authority opinion detection and po-
larity classification in Japanese, we checked the
following four features:

1. The semantic primitive of the grammatical
subject that was the term positioned in pre-
vious on the subject case marker “ga” (kaku-
joshi) and “ha” (kakari-joshi) was abstracted
using taigen-imiso (noun type semantic prim-
itive) in Japanese thesaurus Bunrui-Goi-
Hyou [9].

2. The semantic primitive of the action el-
ement such as verb, sahen-noun (action
noun), adjective, adverb, or auxiliary verb
was abstracted using yougen-imiso (verb type
semantic primitive) in Japanese thesaurus
Bunrui-Goi-Hyou.

3. All syntactically dependent clauses (bun-
setsu) were extracted as a syntactic pair. The
dependency relationship was checked using
Cabocha [6] and the maximum distance of de-
pendency was set as 2. We also extracted the

pairs of the following two elements in a clause
as syntactic pairs.

(a) Normal noun (except action noun or suf-
fix noun) or unknown word.

(b) Verb, adjective, or action (sahen or keiy-
oudousi) noun, that follows the first ele-
ment.

The source element and the sink element of a
syntactic dependent pair were abstracted as
follows:

(a) The source element was replaced as the
following elements.

i. The named entity tagged with
Cabocha was used as a primitive in
the fist priority.

ii. If the named entity information was
not tagged in the source element,
Taigen-imiso (Noun type semantic
primitive) was looked up by using
the entries in Bunrui-Goi-Hyo.

iii. Otherwise, a base form of the term
was used. Note that the consecu-
tive nouns were concatenated into
one element.

If a case marker was found in the ele-
ment, it was also attached with the re-
sult using “=" symbol.

(b) The sink element was replaced using
Yougen-imiso (Verb type semantic prim-
itive) using the entries in Bunrui-Goi-
Hyo. The entry was also looked up
by attaching “9°% (suru)” to action
noun, which was suffix used for conver-
sion from noun to verb in Japanese. If
no entry was found, a base form of the
term was used.

4. All terms with base form were extracted using

morpheme tagger Chasen .

We investigated all features of these four types in
the NTCIR-6 OAT corpus as follows.

1. In author & authority opinion detection case,
if a feature appeared significantly more in the
author (authority) opinion sentences than in
all the other sentences, it was regarded as a
useful feature for opinion detection.

2. In polarity classification case, if a feature ap-
peared more frequently in the sentences in
one polarity type (for example, positive) than
sentences with other polarity types (for exam-
ple, negative or neutral), it was regarded as a
useful feature for polarity classification.

Lhttp://chasen.naist.jp/hiki/ChaSen/
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Note that the statistical significance was checked
based on y-square test and the significance proba-
bility of two-sided test was 5%. To avoid the error
from low frequency data, we only investigated the
features which appeared more than five times in
the NTCIR-6 OAT corpus. The examples of the
selected features are shown in Table 3 and Table 4.

Feature selection methodology in English

In English, the features of author and authority
opinion detection and polarity classification were
selected in a similar way as in Japanese. They are
selected based on the analysis with y-square test
using both MPQA and NTCIR-6 English corpora.
We investigated the features as follows.

1. We utilized two type syntactic pairs: (a)
grammatical subjects and verbs (governors),
(b) auxiliary verbs and verbs. Syntactic de-
pendency was checked using Minipar [7].

(a) The subject element was abstracted by
the following elements.

i. If any element was not found in
the subj position, ZeroProN element
was assigned. Otherwise, if the an-
tecedent was found, the subject ele-
ment was replaced by it.

ii. It was replaced by the named enti-
ties tagged using OAK [14].

iii. It was replaced by the part of speech
information tagged using OAK un-
less it was pronoun (PRP).

(b) The verb element was abstracted by the
following elements.

i. It was replaced by the communica-
tive verb type and attitude type in
appraisal lexicon [1].

ii. It was replaced by the four part of
speech types as SbjVerb, SbjAdj, Sb-
jNoun, or SbjAdv in the subjective
lexicon [18].

iii. Otherwise, it was replaced by the
part of speech tagged with OAK.

2. Subjective term features were categorized by
nouns, adjectives and adverbs, any part of
speech (anypos) from the entries in the sub-
jective lexicons [18]. The POS was filtered by
OAK.

3. Subjective verb type features were abstracted
as the same way in the syntactic pair feature
case, but they were not replaced by the part
of speech.

4. We used three count features: cntopnoun,
cntopadj, and cntopadv that represented the
numbers of the respective subjective nouns,
adjectives, and adverbs in the sentence
matched with the entries in the subjective
lexicon [18].

5. We also used polarity term type features.

(a) The features of adjective, adverb, or
verb terms were abstracted using ad-
jective entries [2] which contained 1,914

word entries with five polarity types as
POLP, POLM, GRAP, GRAM, and DA.

(b) The features of nouns were abstracted
using named entity information in OAK.

(¢) If the term was not abstracted with
above two methods, the term was ab-
stracted using the General Inquirer [15]
which contained 1,168 word entries with
four polarity types as IPS, INS, IPW,
and INW.

(d) If term was not found in all the above
lexicons, a hypernonym term using
WordNet [8] was used as a feature.

6. Several other keywords was also selected as
features for author and authority opinion de-
tection.

Note that the statistical significance was checked
based on y-square test over both MPQA and
NTCIR-6 OAT corpora. In author and author-
ity opinion detection case, the selected features
were significantly frequent in both corpora. In
polarity classification case, the annotation strat-
egy seemed slightly inconsistent in both corpora,
so the selected features were significantly frequent
at least in one corpus. However, if the average
frequency of the features were less in the polarity
sentences in one corpus even with the significantly
frequent case in other corpus, they was discarded.
The significance probability of two-sided test was
5%. To avoid the error from low frequency data,
we only investigated the features which appeared
more than five times in the NTCIR-6 OAT cor-
pus. The selected features are shown in Table 5
and Table 6.

2.3 Polarity classification with

multi-label classification

For polarity classification, we need to classify three
labels: positive, negative, and neutral. There-
fore, we need to implement multi-label classifica-
tion technique. We implement the following two
approaches:
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1. We implemented a voting approach with
three SVM classifiers: positive classifier, neg-
ative classifier, and neutral classifier. The fea-
tures selected based on Section 2.2 discussion
were used for each classifier. This was imple-
mented using SV M!'9"t [3] and the cost (j)
parameter was tuned using sample data pro-
vided in NTCIR-7 MOAT.

2. We also implemented another multi-label
classifier by using Mulan system [16], which
was developed in Aristotle University of
Thessaloniki and built on top of Weka 2. Note
that we could not differentiate the feature
sets according to three polarity types (posi-
tive, negative, and neutral) in this classifier,
so we combined them into one feature set. In
Mulan, we can choose classfication methods
such as Multi-label ANN classifier. After the
small preliminary experiments, we decided to
use label power set classifier in this time.

In both classifiers and in both English and
Japanese languages, we used NTCIR-6 OAT cor-
pus as training data.

2.4 Opinion & holder detection

The opinion detection approach was based on the
combined results from author and authority opin-
ion detection system. The author and authority
opinion detection system was also implemented
using SV M9 The features were also selected
based on the discussion in Section 2.2. The pa-
rameter tuning strategy and the training data is
the same approach in the polarity classifier case.

For opinion holder identification, our architec-
ture was based on author & authority opinion de-
tection, as shown in Figure 2.

Holder Identification
from Signature

Author Holders

Author and Authority
Opinion Extraction

Sentences
in Document

Author Opinion
Sentence

Authority Opinion
Sentence

Authority Holders

Rule-based
Holder Identification

Figure 2: Opinion holder identification

Author opinion holder was extracted from au-
thor opinion sentences. For authority opinion sen-
tences in English, based on the results of NTCIR-
6, we followed and extended the authority opinion

2http://www.cs.waikato.ac.nz/ml/weka,/

holder extraction approach used by the ICU-KR
team [5] for the English side. We implemented the
following opinion holder extraction rules:

1. We extracted the noun phrases that were fol-
lowed by “according to”.

2. We extracted the phrases that were governed
by “say” or “said”. If “I” was governed, the
holder should be the “author”.

3. We extracted the noun phrases that were fol-
lowed by the word “By”.

4. We extracted the phrases that were governed
by the word “by”.

5. We extracted the subjects governed by opin-
ion verbs using lexicons [18] and several com-
municative verbs, such as “claim”, “express”,
“announce”, “talk”, “tell”, “note”, and “de-
liver”.

6. We extracted the interviewer or interviewee
markers using heuristic rules.

7. We extracted the “person” elements from the
sentence using a named entity tagger OAK3.

2.5 Relevance judgment

For relevance judgment, our approach is the same
as in NTCIR-6 OAT [10]. Our relevant sentence
judgment was based on the cosine similarity ap-
proach using TF.IDF term weights. The target
parts of speech are: self-sufficient noun, verb, ad-
jective, and adverbs. The IDF value was based on
the local document frequency, and the number of
documents was computed from the documents in
the test collection.

3 Evaluation

3.1 Evaluation results in NTCIR-7
MOAT

The NTCIR-7 MOAT evaluation results of opinion
detection, relevance judgment, polarity classifica-
tion, and holder identification at both Japanese
and English sides were shown in Table 1. Note
that opinion holder evaluation results were not
provided in Japanese because there was no other
participants in NTCIR-7 MOAT and evaluation
was not conducted due to time constraints.

3 <http://nlp.cs.nyu.edu/oak/>
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Table 1: Evaluation results in NTCIR-7 MOAT at Japanese and English sides

Lang Run L Opinionated Relevance Polarity Opinion Holder
1D /S P [ R [ F P [ R [ F P R F P [ R [ F
J 1 L 0.6742 | 0.562 [ 0.613 0.5527 | 0.2925 | 0.3825 | 0.4596 0.214 0.292
J 2 L — (same in TUT-I) — (same in TUT-I) 0.4283 | 0.1994 | 0.2721
J 1 S 0.5416 | 0.6199 [ 0.5781 [ 0.3062 [ 0.3357 [ 0.3203 | 0.4806 | 0.2417 | 0.3216
J 2 S (same in TUT-1) (same in TUT-1) 0.4535 | 0.2281 | 0.3035
E 1 L 0.3185 | 0.4092 | 0.3582 | 0.2092 | 0.1755 | 0.1909 | 0.1943 | 0.1830 | 0.1885 0.3923 [ 0.2833 [ 0.3290
E 2 L 0.3282 | 0.2562 | 0.2878 | 0.1647 | 0.1136 | 0.1344 | 0.1896 | 0.1142 | 0.1425 (0.3656) | (0.1689) | (0.2311)
E 3 L — (same in TUT-I) — (same in TUT-I) 0.1621 | 0.1527 | 0.1573
E 1 S 0.0961 | 0.4149 ‘ 0.1561 | 0.0740 | 0.1853 ‘ 0.1057 | 0.0569 | 0.2180 | 0.0903 0.1250 [ 0.2829 [ 0.1735
E 2 S 0.1039 | 0.2724 | 0.1504 | 0.0615 | 0.1220 | 0.0817 | 0.0484 | 0.1185 | 0.0687 [ (0.1257) [ (0.182I) [ (0.1487)
E 3 S (same in TUT-1) (same in TUT-1) 0.0359 | 0.1374 | 0.0569

3.2 Discussion
Opinion detection

For opinion detection, we were satisfied with the
results at Japanese side, but were not at English
side. We doubt our feature selection methodol-
ogy for author and authority opinion detection
might be too strict because we supposed that
the selected feature should be significantly appear
both in NTCIR-6 OAT and MPQA corpora. This
caused the less number of features in English than
that in Japanese, as shown in Table 3 and 5.

Polarity classification

For polarity classification, the results using SVM
voting approach were shown as RunlD 1 and the
result using Mulan classifier was shown as RunID
2 in Japanese and as RunID 3 in English. Ba-
sically, the results of SVM voting approach were
better than the results of Mulan. Note that SVM
approach need to tune cost parameters according
to each classifier and we tuned them by using sam-
ple data provided in NTCIR-7 MOAT, but we did
not tune any parameters in Mulan. We concluded
that these results came from that we could not dis-
criminate the different type of features according
to each polarity types in Mulan.

Table 2: Confusion matrix with SVM voting and
Mulan approaches

Lang | Method Assessment (Lenient)

Pos Neg Neu

S J SVM Pos 15 3 51
N voting Neg 9 66 349
s Neu 18 52 329
t (No) 63 173 788
e Mulan Pos 15 12 105
m Neg 16 89 346
Neu 11 20 278
(No) 63 173 788

E SVM Pos 18 30 4

voring Neg 64 136 18

Neu 25 37 3

(No) 165 318 40

Mulan Pos 18 17 2

Neg 49 102 12

Neu 40 84 11

(No) 165 318 40

We also investigated a confusion matrix from
SVM voting and Mulan as in Table 2. You could
confirm that the results using Mulan classifier were
sometimes better than the results using SVM clas-
sifier, for example, negative classifier in Japanese.
In future, we plan to implement Multi-label clas-
sification technique to discriminate three polarity
types as inputs.

Relevance judgment

Our relevance judgment approach is not trivial
and simple approach. This approach proved still
effective to some extent at Japanese side, but from
other participant’s investigation, we feel the re-
sults will improve with considering surrounding
context. We assume that the low quality in En-
glish came from the different tendency of the an-
notation results because the human assessors an-
notated seemed to judge relevant in almost all sen-
tences (in lenient case, more than 99%).

Opinion holder identification

For opinion holder identification, we only evalu-
ated the results at English side. In RunlID-1, we
conducted the holder identification by the pro-
posed method. In RunID-2, we also implemented
the result not to differentiate author and authority
opinion sentences and extract holders simply by
opinion holder extraction rule, explained in Sec-
tion 2.4. I also added the evaluation results of
RunlID-2; which is shown within brackets in Ta-
ble 1, by using semi-automatic evaluation script
provided from NTCIR-7 MOAT organizer. As a
result, we found the precision of the results was
not so different, but the recall decreased if we
did not differentiate the author and authority sen-
tences.

4 Conclusion

In this paper, we discussed the feature selection
method based on y-square test over NTCIR-6
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Table 3: Examples of Syntactic Pairs, Elements, and Keywords Clues in Author and
Extraction in Japanese

Authority Opinion

Feature Author Clues Num Authority Clues Num
Type
“Subject” % (Q & A), &b (negotiation), .. 23 AP (human), HEK - fEK (nation), ... 32
(shared) EF) (creature), TN (affair), CZHE - [l (demonstrative), B (sense), JANALS (symbol), 7
“Action” Gl - % (plan), W% (see), 26 (express, attitude), 50
{iGE (asuume), HE (intend), Aiif (believe, effort) ,
BT« A - FEAT (judge, infer), & (speak), THl (expect),
Eiffs - 2IE (true, false, right, wrong), ... % (give & take), Y (hope), ...
(shared) % - RV (think), BT (gain & loss), FUZ (degree), T (judge), A (mme) TAE_(exist), 22
Syntactic PERSON — Zk-m& (dis- 177 PERSON=Z - i (speak), 189
cuss), (ha)
Pairs £ (duty)=7% - ## (promise), PERSON=l& - B & (pros &
(wo) cons),
13 (gain and - 2% (receive), ORGANIZATION — #H (express),
loss)=% (wo)
2l ik (confer- - W) HE B FE A PERSON=& - AT - FPfR (criti-
ence) (evaluate), ... (ha) cize), ...
(shared) 5] (trading) - %<7 - ML - AL (stop), AUk (future) — afall - ILHE - 7Bk (detail), ... 15
Keyword %% (safe), WIHA (clear), 7z&X (if), 386 W (high), ZE (stable), 464
£B%A (of cource), MLV (strict), $i% (important), LU (good),
e b 5T (anhough), 51% (be -ed), T (great), ELLV (want),
YR (request), Ylli (judgment), HH (free), M5 LW (wonderful),
(shared) FH LV (strange), A=\ (big), B (necessity), A\ (not), Wik (possible), &R (danger), 7

Table 4:

Examples of Syntactic Pairs, Elements, and Keywords Clues in Polarity Judgment in Japanese

F;@t:;e Positve Clues Num Negative Clues Num Neutral Clues Num
“Subject” TR (Organization) 7 (name), 5 % (Q&A), 5k (family), ... 11 TR - W% (economy), .. 3
“Action” e <% (think, up]muu), 11 ol - T - o7 (threat, defame), 21 - W8 - @5 (mean, issue), 21

g (ab]l]ty) EIT (pzus & cons), WAE (excess and deficiency), PO - #8 (address, direct),
! (cause), #U (pleasure), JEU - {71 + 41T (dignity, manner), filiks - 7 - %35 (price, cost),
I - B (expre:mnon attitude), BN - KD - ML E (fear, angry) #2155 « IZ (economy, balance),
Syntactic PERSON=7% — o + (l@r@p- 49 Fifli (self & oth- — e+ TR - HGE (or- 35  (scene)=W& — wF Al - IEHE - T,\_‘.. 55
(wo) tion), ers)=% (wo) (ha) (detail)
Pairs i (argument) - # & (pros & ORGANIZATION — (res- #i5 + I (econ- -~ MEEHRR W
cons), cue), omy, balance) (thmk),
# (confer- - 1% - 158 (act), LOCATION= - AT - SRR (criti- A# (human af- - Rk (dis-
i3 (ha) cize), fairs) cuss),
SR - A - A TGE - BHE-EHE-REV R R (dis- - - IR (criti- it (scene)=l& - FEAMD - IE B - AR
(detail) (think), case) cize), ... (ha) (detail),
Keyword TRt (admire), B5 (enjoy). 199 7\ (absent), WLV (strict), 186 WE (necessity), WHE (possible), 170
fiife (satisfy), At (advance), #Lu (difficult), f&bt (danger), ELW (want), T (unclear),
F#I55 LW (wonderful), %E (stable), A% (anxiety), FEM (interrogation), % (assurance), fHE (careful)
J&T) (emotion), 91 (amazing), K (critical), W (difficulty), KUl (precious), K# (important),
Table 5: Syntactic Pairs, Polarity Term Lists, and Keywords Clues in Author and Authority Opinion
Extraction in English
Foature Type Author Clues Num Authority Clues Num
“auxiliary verb” will — have 4 do — declare 4
— “verb” cannot - SbjVerb to - be
can - say could - SbjVerb
may = be to — SbjVerb
“subject” WDT = SbyVerb 31 POS = NN 28
— “verb” NN - say they — attitude
I - VB NNS - SbjVerb
NN - VBZ IN - judgment
ZeroProN - conjecture I - declare
It — VBZ GPE - VB
it - JJ GPE — VBG
ZeroProN — — declare ZeroProN - SbjAdj
NNS — VBD I — admire
they — VBP We - VBP
NNP - say NN - SbjVerb
WDT - VB he - SbjVerb
He - say I - SbjVerb
NNP — VBD NNS - attitude
it - VBZ NNS - judgment
ZeroProN — JJ NNP — SbjVerb
ZeroProN — VB PERCENT - VBD
DT — VBZ GPE - SbjVerb
ZeroProN - SbjVerb he - declare
It - VB we - ShjAdj
it - SbjVerb he - SbjAdg
we - VB
NNS - say
they - SbjVerb
he - judgment
IN - SbjVerb
DT - SbjVerb
1 — VBP
(shared) he—VBD ,he—say, NN—VB,NN—SbjAdj 4
subjoctive meet,include,demonstrate, Sbj Verb, make, 12 judgment,cxpress,denied,declare, tell,characterize, 13
verb type prevent,appear,be,seem,SbjNoun,become,were | admire,advise, have,apologize,voice,expand
(shared) add say 2
adj::gflzc/z(‘;jerb cntopadj, entopadv, tragic,vicious,open,worse unfair,angry, firmly 3
subjoctive cntopnoun,virtue,propaganda,failure,diplomacy, power,influence, 14 harassment, fear,opposition 3
noun enemy,doubt,right,humanity,resistance,excuse, stability —
subjective must,certainly,should,merely,unfortunately, 10 condemn 1
anypos real,perhaps,rather,seem,however —
polarity humaneness,education,defense,thing 4 report 1
term type
othor keywords © content,display,perpetrate,agency,discuss 5 relationship,century,spokesman,” ,ministry 5
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