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Hypotheses on Opinion Sentence Analysis
• Opinionativeness of a word consists of a sentiment aspect and 

an informative aspect
– Sentiment: polarity {Pos/Neg}, Strength {Strong/Weak}

– Informative: discriminative {Common/Rare}, 
{Significant/Trivial}, {Meaningful/Useless}

• A sentence of a document with many opinionated 
sentences is more likely to be opinionated. Similarly, a 
document tends to contain either mostly of positive 
sentences or mostly of negative sentences.
– Prior probability of a sentence from its document
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Sentiment Weight
• Resources

– SentiWordNet [Esuli and Sebastiani, LREC’06]

• WordNet Synsets with {Pos/Neg/Neu} scores

– Appraisal verbs [Whitelaw et al., CIKM‘05]

• Levin’s Verb Classes [Levin, 1993]
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Term Weight
• A good opinionated term is discriminable, prominent, relevant to topic

• Topic-Independent (rareness, importance, significance)
– Global Knowledge (from the collection of documents)

• Inverse Document Frequency

– Local Knowledge (from the document, sentence, phrase the word belongs)
• Term Frequency in a sentence

• Depth of a word in a dependency parse tree

• Topic-Dependent (correspondence, association, relevance)
– Global Knowledge (co-occurrence, term dependence, ~domain-dependent)

• Point-wise Mutual Information

– Local Knowledge (modifying/modified by topical words)
• Minimum Distance to a topical word in a parsed tree

• Resources
– Document Collection: English Newspaper Articles from NTCIR CLIR Corpus

– Sentence Analysis: Stanford Parser
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Term Weight
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Prior with Document Smoothing
• Prior opinion or polarity scores of a sentence is presumed 

from the opinion or polarity score of the document the 
sentence belongs.
– Jelinek-Mercer Smoothing
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Opinion Sentence Analysis 
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Sentence Polarity Analysis 
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Opinion Holder Extraction
• Opinion Holder Candidates

– Speaker of a quotated remark
– NOMINAL_SUBJECT of a simple clause of the most opinionated word
– “AUTHOR”

• Most Opinionated Word
– Communication Verb: 0.9
– Appraisal Words: 0.7
– SentiWordNet

• Resources
– Sentiment Resources

• Communication and Appraisal Words [Whitelaw et al., CIKM’05]

• SentiWordNet [Esuli and Sebastiani, LREC’06]

• Non-Named Entity Opinion Holder Candidates (pronouns, professions)

– NLP tools
• Named Entity Recognizer [Finkel et al., ACL’05]

• Syntactic Parser [Klien and Manning, ACL’03]
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Experimental Results: Opinion Sentence Analysis

System PRECISION RECALL F-MEASURE

BASELINE (SentiWN) 0.285 0.809 0.422

BASELINE+APPRAISAL 0.305 0.707 0.426 (+0.95%)

BASELINE+OKAPI 0.317 0.776 0.450 (+6.64%)

BASELINE+TREEHEIGHT 0.299 0.741 0.426 (+0.95%)

BASELINE+TOPICPROXIMITY 0.281 0.835 0.421 (-0.24%)

BASELINE+SMOOTHING 0.296 0.783 0.430 (+1.90%)

ALL 0.345 0.717 0.466 (+10.4%)

System L/S PRECISION RECALL F-MEASURE

KLE1 L 0.353 0.727 0.475

KLE2 L 0.375 0.541 0.443

KLE3 L 0.274 0.933 0.423

KLE1 S 0.111 0.768 0.194

KLE2 S 0.119 0.579 0.198

KLE3 S 0.081 0.926 0.149

Official Submissions to NTCIR7 (Optimized on Precision, Recall, F-measure)

Optimized on NTCIR6 (Lenient Evaluation)
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Experimental Results: Sentence Polarity Analysis

System PRECISION RECALL F-MEASURE

BASELINE (SentiWN) 0.092 0.353 0.147

BASELINE+APPRAISAL 0.096 0.365 0.152 (+3.40%)

BASELINE+OKAPI 0.104 0.344 0.160 (+8.84%)

BASELINE+TREEHEIGHT 0.100 0.324 0.152 (+3.40%)

BASELINE+TOPICPROXIMITY 0.097 0.323 0.149 (+1.36%)

BASELINE+SMOOTHING 0.101 0.357 0.157 (+6.80%)

ALL 0.145 0.395 0.212 (+44.2%)

System L/S PRECISION RECALL F-MEASURE

KLE1 L 0.092 0.353 0.147

KLE2 L 0.096 0.365 0.152

KLE3 L 0.104 0.344 0.160

KLE1 S 0.041 0.500 0.075

KLE2 S 0.042 0.357 0.074

KLE3 S 0.033 0.670 0.063

Official Submissions to NTCIR7

NTCIR6 (Lenient Evaluation)
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Experimental Results: Opinion Holder Extraction
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System PRECISION RECALL F-MEASURE

BASELINE (SentiWN+NER) 0.122 0.482 0.194

BASELINE+COM.VERB 0.140 0.552 0.223 (+15.0%)

BASELINE+MAN.NE 0.125 0.492 0.199 (+2.58%)

ALL 0.145 0.575 0.231 (+19.1%)

System L/S PRECISION RECALL F-MEASURE

KLE1 L 0.400 0.508 0.447

KLE1 S 0.133 0.532 0.213

Official Submissions to NTCIR7

NTCIR6 (Lenient Evaluation)



Conclusion
• High performance achieved in opinion, polarity judgments, and 

holder extraction

• Term weighting scheme has proven to be very effective in 
sentiment analysis
– Empirical study with

• different collections (NTCIR, movie review data)

• various methods (Lexicon-based, Machine Learning)

• On-going work with theoretically-motivated interpretations and  
experiments
– Formal study with probabilistic and language modeling

– TREC Blog06 Collection with 06~08 
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Hypotheses on Opinion Sentence Analysis

		Opinionativeness of a word consists of a sentiment aspect and an informative aspect

		Sentiment: polarity {Pos/Neg}, Strength {Strong/Weak}

		Informative: discriminative {Common/Rare}, {Significant/Trivial}, {Meaningful/Useless}





		A sentence of a document with many opinionated sentences is more likely to be opinionated. Similarly, a document tends to contain either mostly of positive sentences or mostly of negative sentences.

		Prior probability of a sentence from its document
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Sentiment Weight

		Resources

		SentiWordNet [Esuli and Sebastiani, LREC’06]

		WordNet Synsets with {Pos/Neg/Neu} scores

		Appraisal verbs [Whitelaw et al., CIKM‘05]

		Levin’s Verb Classes [Levin, 1993]



*

Knowledge & Language Engineering, POSTECH



Knowledge & Language Engineering, POSTECH











Term Weight

		A good opinionated term is discriminable, prominent, relevant to topic

		Topic-Independent (rareness, importance, significance)

		Global Knowledge (from the collection of documents)

		Inverse Document Frequency

		Local Knowledge (from the document, sentence, phrase the word belongs)

		Term Frequency in a sentence

		Depth of a word in a dependency parse tree

		Topic-Dependent (correspondence, association, relevance)

		Global Knowledge (co-occurrence, term dependence, ~domain-dependent)

		Point-wise Mutual Information

		Local Knowledge (modifying/modified by topical words)

		Minimum Distance to a topical word in a parsed tree

		Resources

		Document Collection: English Newspaper Articles from NTCIR CLIR Corpus

		Sentence Analysis: Stanford Parser
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Term Weight
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Prior with Document Smoothing

		Prior opinion or polarity scores of a sentence is presumed from the opinion or polarity score of the document the sentence belongs.

		Jelinek-Mercer Smoothing













Sentence Score

Document Score (Average Sentence Score)
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Opinion Sentence Analysis 





Term weight

Sentiment weight

IsOpinionated(Sen)= δ [ opScore(Sen) > θop ]
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Document Smoothing

Sentence Score

OpScore(Sen’)
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Sentence Polarity Analysis 

IsNeu(Sen) = δ [ | PosScore(Sen) - NegScore(Sen) | < θpol ]

IsPos(Sen) = δ [ PosScore(Sen) > NegScore(Sen) ]

IsNeg(Sen) = δ [ PosScore(Sen) < NegScore(Sen) ] 





Document Smoothing





Term weight

Sentiment weight

Sentence Score

PolScore(Sen’)
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Opinion Holder Extraction

		Opinion Holder Candidates

		Speaker of a quotated remark

		NOMINAL_SUBJECT of a simple clause of the most opinionated word

		“AUTHOR”

		Most Opinionated Word

		Communication Verb: 0.9

		Appraisal Words: 0.7

		SentiWordNet

		Resources

		Sentiment Resources

		Communication and Appraisal Words [Whitelaw et al., CIKM’05]

		SentiWordNet [Esuli and Sebastiani, LREC’06]

		Non-Named Entity Opinion Holder Candidates (pronouns, professions)

		NLP tools

		Named Entity Recognizer [Finkel et al., ACL’05]

		Syntactic Parser [Klien and Manning, ACL’03]
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Experimental Results: Opinion Sentence Analysis

Official Submissions to NTCIR7 (Optimized on Precision, Recall, F-measure)

Optimized on NTCIR6 (Lenient Evaluation)
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		System		PRECISION		RECALL		F-MEASURE

		BASELINE (SentiWN)		0.285		0.809		0.422

		BASELINE+APPRAISAL		0.305		0.707		0.426 (+0.95%)

		BASELINE+OKAPI		0.317		0.776		0.450 (+6.64%)

		BASELINE+TREEHEIGHT		0.299		0.741		0.426 (+0.95%)

		BASELINE+TOPICPROXIMITY		0.281		0.835		0.421 (-0.24%)

		BASELINE+SMOOTHING		0.296		0.783		0.430 (+1.90%)

		ALL		0.345		0.717		0.466 (+10.4%)



		System		L/S		PRECISION		RECALL		F-MEASURE

		KLE1		L		0.353		0.727		0.475

		KLE2		L		0.375		0.541		0.443

		KLE3		L		0.274		0.933		0.423

		KLE1		S		0.111		0.768		0.194

		KLE2		S		0.119		0.579		0.198

		KLE3		S		0.081		0.926		0.149
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Experimental Results: Sentence Polarity Analysis

Official Submissions to NTCIR7

NTCIR6 (Lenient Evaluation)
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		System		PRECISION		RECALL		F-MEASURE

		BASELINE (SentiWN)		0.092		0.353		0.147

		BASELINE+APPRAISAL		0.096		0.365		0.152 (+3.40%)

		BASELINE+OKAPI		0.104		0.344		0.160 (+8.84%)

		BASELINE+TREEHEIGHT		0.100		0.324		0.152 (+3.40%)

		BASELINE+TOPICPROXIMITY		0.097		0.323		0.149 (+1.36%)

		BASELINE+SMOOTHING		0.101		0.357		0.157 (+6.80%)

		ALL		0.145		0.395		0.212 (+44.2%)



		System		L/S		PRECISION		RECALL		F-MEASURE

		KLE1		L		0.092		0.353		0.147

		KLE2		L		0.096		0.365		0.152

		KLE3		L		0.104		0.344		0.160

		KLE1		S		0.041		0.500		0.075

		KLE2		S		0.042		0.357		0.074

		KLE3		S		0.033		0.670		0.063
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Experimental Results: Opinion Holder Extraction
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Official Submissions to NTCIR7

NTCIR6 (Lenient Evaluation)

		System		PRECISION		RECALL		F-MEASURE

		BASELINE (SentiWN+NER)		0.122		0.482		0.194

		BASELINE+COM.VERB		0.140		0.552		0.223 (+15.0%)

		BASELINE+MAN.NE		0.125		0.492		0.199 (+2.58%)

		ALL		0.145		0.575		0.231 (+19.1%)



		System		L/S		PRECISION		RECALL		F-MEASURE

		KLE1		L		0.400		0.508		0.447

		KLE1		S		0.133		0.532		0.213
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Conclusion

		High performance achieved in opinion, polarity judgments, and holder extraction



		Term weighting scheme has proven to be very effective in sentiment analysis

		Empirical study with

		different collections (NTCIR, movie review data)

		various methods (Lexicon-based, Machine Learning)



		On-going work with theoretically-motivated interpretations and  experiments

		Formal study with probabilistic and language modeling

		TREC Blog06 Collection with 06~08 
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