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Introduction

State-of-the-art system: Phrase-based SMT
However, [Kevin Knight, 2007] said

Translation output is ‘n-grammatical’, not grammatical
Re-ordering is poorly explained as ‘distortion’

Linguistically-distant language pairs require more 
sophisticated linguistic knowledge

Japanese and English
Big differences in morphological & word-order typologies

How to effectively encode linguistic knowledge into 
SMT?



[4]

In what steps of SMT system to apply?
Preprocessing

Source word reordering model

Post-processing
Cluster-based model

Word Word

Interlingua

Linguistically
Syntax

Semantics
/Deep Syntax

Linguistically
Syntax

Semantics
/Deep Syntax

Formally
Syntax

Phrase Phrase

Formally
Syntax

Where & How to Encode Linguistic Knowledge?

Phrase-based SMT
+ linguistic knowledge



[5]
Word Reordering Model as Preprocessing

Motivation
Japanese and English is linguistically distant language pair

SOV vs. SVO language
Reorder the word sequence of source language similar to 
target language before decoding

A complement to a phrase-based SMT system which uses a 
relatively simple distortion model in the decoding phase

System overview
Parse Japanese sentences into dependency trees
Apply a series of manually constructed reordering rules to 
each node recursively
Recover the surface strings from the reconstructed 
dependency trees
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Word Reordering Model as Preprocessing

Ex) Reordering rules

…… ……
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Word Reordering Model as Preprocessing

Ex)
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Cluster-based Model

Motivation
Usually, sentences with similar syntactic structures yield 
similar distributions of n-grams reflecting their word order
Cluster-specific LM benefits SMT system

System overview
1. Predict clusters according to cluster types
2. Translate using baseline SMT system
3. Optimize LM integration parameters
4. Re-translate using general + cluster-specific LM
5. Select best translation result 
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Cluster-based Model

27 cluster types of syntactic patterns
Subtree structures in the source dependency trees which ignore 
the adjuncts as cluster types 

Ex) Cluster type list

…… ……
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NTCIR Corpus Profile

Training corpus (1,172,709 sentences)

Chinese Korean

Number of words 30,761,076 28,683,697

Number of singletons 131,219 131,321

Average length 26.23 24.46

Development corpus (609 sentences)

Japanese Korean

Number of words 15,997 14,818 

Number of singletons 2,697 2,817

Average length 26.27 24.33

Test corpus (1,381 sentences)

Japanese English

Number of words 48,278 44,910

Number of singletons 4,088 4,273

Average length 34.96 32.52
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Experimental Scenario

Corpus processing
Japanese: Cabocha tokenizer and parser
http://chasen.org/~taku/software/cabocha/

English-to-Japanese SMT
Vanilla MOSES with 5-gram LM

Japanese-to-English SMT
Vanilla MOSES with syntactic motivated knowledge

Source word reordering model as preprocessing
Cluster-based model as post-processing
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NTCIR7 Results

1

3

2

This is not the official experimental results.
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Conclusion & Future Work

Source word reordering model
Need human evaluation to verity the effectiveness of 
proposed method

Cluster-based model
Applied to a small size corpus, it worked better than when 
applied to a large size one
Cluster types are too simple which can cause multiple 
matching

Enlightening SMT with various linguistic knowledge
Developing more elaborate reordering rules & applying 
other cluster types 
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Introduction

		State-of-the-art system: Phrase-based SMT

		However, [Kevin Knight, 2007] said

		Translation output is ‘n-grammatical’, not grammatical

		Re-ordering is poorly explained as ‘distortion’



		Linguistically-distant language pairs require more sophisticated linguistic knowledge

		Japanese and English

		Big differences in morphological & word-order typologies



		How to effectively encode linguistic knowledge into SMT?
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Word Reordering Model as Preprocessing

		Motivation

		Japanese and English is linguistically distant language pair

		SOV vs. SVO language

		Reorder the word sequence of source language similar to target language before decoding

		A complement to a phrase-based SMT system which uses a relatively simple distortion model in the decoding phase

		System overview

		Parse Japanese sentences into dependency trees

		Apply a series of manually constructed reordering rules to each node recursively

		Recover the surface strings from the reconstructed dependency trees
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Word Reordering Model as Preprocessing
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Word Reordering Model as Preprocessing
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Cluster-based Model

		Motivation

		Usually, sentences with similar syntactic structures yield similar distributions of n-grams reflecting their word order

		Cluster-specific LM benefits SMT system

		System overview

		1. Predict clusters according to cluster types

		2. Translate using baseline SMT system

		3. Optimize LM integration parameters 

		4. Re-translate using general + cluster-specific LM

		5. Select best translation result 
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Cluster-based Model

		27 cluster types of syntactic patterns

		Subtree structures in the source dependency trees which ignore the adjuncts as cluster types 

		Ex) Cluster type list
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NTCIR Corpus Profile

		Training corpus (1,172,709 sentences)

		Chinese		Korean

		Number of words		30,761,076		28,683,697

		Number of singletons		131,219		131,321

		Average length		26.23		24.46

		Development corpus (609 sentences)

		Japanese		Korean

		Number of words		15,997 		14,818 

		Number of singletons		2,697		2,817

		Average length		26.27		24.33

		Test corpus (1,381 sentences)

		Japanese		English

		Number of words		48,278		44,910

		Number of singletons		4,088		4,273

		Average length		34.96		32.52
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Experimental Scenario

		Corpus processing

		Japanese: Cabocha tokenizer and parser

		http://chasen.org/~taku/software/cabocha/ 

		English-to-Japanese SMT

		Vanilla MOSES with 5-gram LM

		Japanese-to-English SMT

		Vanilla MOSES with syntactic motivated knowledge

		Source word reordering model as preprocessing

		Cluster-based model as post-processing
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NTCIR7 Results
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		This is not the official experimental results.
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Conclusion & Future Work

		Source word reordering model

		Need human evaluation to verity the effectiveness of proposed method

		Cluster-based model

		Applied to a small size corpus, it worked better than when applied to a large size one

		Cluster types are too simple which can cause multiple matching

		Enlightening SMT with various linguistic knowledge 

		Developing more elaborate reordering rules & applying other cluster types 
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General LM Bleu
Baseline 24.48

(1-1 ) * General LM Bleu

+A_* Cluster-specific LM
A =01 24.67
\ =02 24.54
=03 2452
\ -04 24.44
A =05 24.28
\ =06 24.25
A =07 23.99
A =08 23.76
\ =09 23.59

Table 6. The optimized parameter when
integrating general and cluster-specific

LM.







