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The AP value of the CBVSM-
based method is higher than
the simple VSM-based
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*The CBVSM-based classification method is proposed for the research paper classification.
*The MAP value of the method is lower than the simple VSM-based method.
However, Iin 33% of all topics, the AP value of the method is higher than the simple VSM-based method.
*In the future, we intend to investigate two areas of concern:
*Address the problem of a large TF value by setting a ceiling value.
*Improve the accuracy of the classification using a combination of the CBVSM and the simple VSM.
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