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ABSTRACT
Correlations between information retrieval system performance and
user satisfaction are an important research topic. The expectation
of users is a factor in most models of customer satisfaction in mar-
keting research; however, it has not been used in experiments with
information retrieval systems so far. In an interdisciplinary effort
between information retrieval and psychology we developed an ex-
perimental design which uses the so-called confirmation/disconfir-
mation paradigm (C/D-paradigm) as a theoretical framework. This
paradigm predicts that the satisfaction of users is strongly governed
by their expectations towards a product or a system. We report a
study with 89 participants in which two levels of both system per-
formance and user expectation were tested. The results show that
user expectation has an effect on the satisfaction as predicted by the
C/D-paradigm. In addition, we confirmed previous studies which
hint that system performance correlates with user satisfaction. The
experiment also revealed that users significantly relax their rele-
vance criteria and compensate for low system performance.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval

General Terms
Measurement, Human Factors

Keywords
Information retrieval systems, user studies, user satisfaction, user
expectation, confirmation/disconfirmation paradigm

1. INTRODUCTION
Information retrieval systems provide their users with text docu-

ments for an information need that the user entered into the system.
Retrieval systems are mostly evaluated with the so-called batch
method. Independent jurors (assessors) judge whether documents
are relevant for a search topic or not. This method is an aspect of
the Cranfield paradigm [6, 13]. It makes objective results possi-
ble because the juror does not know from which system a result
document comes. After jurors completed the relevance judgment
process, it can be calculated how well systems perform according
to measures like Mean Average Precision (MAP) or Binary Prefer-
ence (BPref). Nevertheless, a problem of this approach is that the
relevance assessment process cannot account for issues such as a
user’s knowledge and experience, situational relevance or user sat-
uration [10].

User based evaluations confront test users with the results of
search systems and let them solve information tasks given in the
experiment. In such a test setting, the performance of the users can
be measured by observing the number of relevant documents they
find. This measure can be compared to a gold standard of relevance
for the search topic to see if the perceived performance correlates
with an objective notion of relevance defined by a juror. In addi-
tion, the user can be asked about his satisfaction with the search
system and its results.

In recent years, there has been a growing concern on whether
the results of batch and user experiments correlate. Do users have
a better search experience, when systems improve in a batch com-
parison and contain more relevant documents in their result lists?
Are changes in MAP noticeable for users in tests or real life? Are
users more satisfied with better result lists and do better systems
enable them to find more relevant documents? Some studies could
not confirm this relation between system performance and user sat-
isfaction, some did. Please note that, throughout this paper, we
define the performance of a system as its ability to retrieve relevant
documents according to a given query describing a users’ informa-
tion need. Previous research is presented in the following section.

In psychology, research on customer satisfaction has developed
multi-dimensional models of satisfaction. These models take the
expectation of the user into consideration. The C/D-paradigm pre-
dicts that the satisfaction judgment depends on both the product or
system quality and the expectations of the users. Low expectations
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lead to satisfied users even for low system quality because the ex-
pectations of the user or customer are met. On the other hand, users
with high expectations can only be satisfied if the system performs
well. Otherwise their expectations are not confirmed and negative
disconfirmation is likely [15]. An example may be a car enthusi-
ast and a person who has no passion for cars. If these two types
of customers are going to buy a new car, then the same car may
meet the buyer’s expectations in the one case, but fail in the other
case. This simple example shows that the same stimulus can evoke
completely different satisfaction responses depending on the under-
lying expectation. An interdisciplinary approach has great potential
for user-based retrieval evaluation. The exchange of ideas between
psychology and information retrieval has led to the study design
described in this paper.

The study presented in this paper introduces expectation as one
factor in a user based experiment. In addition to manipulate the
system results to guarantee fixed performance measures, the test
scenario manipulates the users to assume a certain expectation. The
relation between expectations before using the system, the perfor-
mance and the satisfaction after using the system are explored in
the result section.

2. STATE OF THE ART
User-based retrieval evaluation focuses on the potential users of

information retrieval systems. Järvelin and Ingwersen put the rea-
son why the involvement of the user is so important for experimen-
tal retrieval evaluation in a nutshell: "The real issue in information
retrieval systems design is not whether its recall-precision perfor-
mance goes up by a statistically significant percentage. Rather, it
is whether it helps the actor solve the search task more effectively
or efficiently." [12] Recent studies can be classified into two types.
On the one hand there are the satisfaction-oriented studies which
concentrate on the relationship between system performance and
user satisfaction. On the other hand there are the user performance-
oriented studies which primarily analyze the influence of the sys-
tem performance on the user performance.

2.1 Research on User Satisfaction
Compared to studies regarding the performance of users with

retrieval systems, so far the satisfaction of users has been less fre-
quently investigated in the context of interactive information re-
trieval. As can be seen from the following literature, due to the
complexity of the evaluation task, a generalized method for assess-
ing user satisfaction has not been established yet.

An investigation reported by Tagliacozzo [22] shows the diffi-
culty of measuring user satisfaction. Therein Tagliacozzo analyzes
the responses to a questionnaire sent to users of the MEDLINE bib-
liographic service. From the observation of inconsistencies in the
users’ judgment of the helpfulness and the usefulness of the MED-
LINE search system, Tagliacozzo draws the conclusion that it is
essential to tap several aspects of satisfaction in order to provide a
more complete and accurate picture of the users satisfaction with
the evaluated system [22].

Among other things, the issue of user satisfaction has been con-
sidered by Su [21], who proposed a user-oriented evaluation model
for the information retrieval contexts. Besides various performance
measures, subdivided into relevance, efficiency and connectivity
measures, this model also includes several subjective measures of
effectiveness, subdivided into utility and user satisfaction measures.
Earlier research by Su [20] showed that the value or usefulness of
search results as a whole seems to be a good predictor of informa-
tion retrieval performance.

In 2006, Al-Maskari et al. [1] conducted a study in association

with a submission to iCLEF2006. iCLEF is the interactive track
of the Cross Language Evaluation Forum (CLEF1). In 2006, im-
age retrieval was selected as the central theme of this track2. Pic-
tures from the photo sharing community FLICKR3 were used as
data collection. Several effectiveness measures were used to evalu-
ate the system performance (P@50norm; P@100norm; Q-measure;
BPref-10; 10-Precision4 ). In addition, user performance was mea-
sured via task-specific modifications of recall and precision. Fur-
thermore, the authors also asked participants for their satisfaction
with the usefulness, accuracy and coverage of the search results.
Participants rated their satisfaction on a 3-point scale (1 = very sat-
isfied; 0.5 = partially satisfied; 0 = not satisfied). No direct re-
lationship between system performance and user performance re-
spectively satisfaction could be confirmed within the scope of this
user study [1].

In another study, Al-Maskari et al. [2] conducted a similar exper-
iment on the satisfaction of users. This time, participants directly
searched the internet via the Google5 search engine. The purpose
of this study was to determine whether a correlation between the
effectiveness of Google results quantified by Precision and Cumu-
lative Gain measures (such as Cumulative Gain (CG), Discounted
Cumulative Gain (DCG) and Normalized Discounted Cumulative
Gain (NDCG)) and user satisfaction could be established. The lat-
ter was again assessed using a 3-point scale. Instead of the sat-
isfaction with the usefulness this time the users’ satisfaction with
the ranking of results was requested. This user study could demon-
strate a significant relationship between system performance and
user satisfaction [2].

Huffman and Hochster [9] pursued a slightly different approach.
The experiment was also based upon the Google search engine.
The test users were given real queries already submitted to Google
as information needs. Within this user satisfaction study, one group
of test users rated the results in terms of their relevancy and another
group in terms of their satisfaction. Subsequently, the latter group
was asked to submit the queries again and then act as if they re-
ally had this information need. In order to investigate the relation-
ship between system performance and user satisfaction Huffman
and Hochster contrasted the relevance judgments for the top three
search results of the first query of each session with the user’s fi-
nal satisfaction. Thus, Huffman and Hochster introduced a simple
Cumulative Discounted Gain Measure which correlated with user
satisfaction [9].

Also in 2007 Jansen et al. [11] studied the effect of branding
on evaluation of system performance. In this experiment the same
result documents were integrated in the search engine results pages
of Google, MSN Live Search6, Yahoo7 and one unknown, in-house
search engine. Participants completed four different search topics
with supposedly four different search engines. In order to eval-
uate the users’ perception of the system performance participants
were asked to evaluate the result documents. The findings of this
study show that branding has an effect on user’s evaluation of sys-
tem performance [11], which further implies that user expectations
influence user satisfaction.

1http://www.clef-campaign.org
2http://nlp.uned.es/iCLEF/2006/guidelines.
htm
3http://www.flickr.com/
4For a brief description of each measure see [1]
5http://www.google.co.uk
6Since Bing the new search engine by Microsoft started, the do-
main http://www.live.com forwards to the homepage from
Bing http://www.bing.com/
7http://m.www.yahoo.com/
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This short overview demonstrates that current research on user
satisfaction is quite heterogeneous according to experimental se-
tups and results. To obtain valid results, real-world search situa-
tions have to be simulated as closely as possible. For comparison
between the results of different studies a standard measure for user
satisfaction would be necessary. Furthermore, it can be noticed that
user expectation as a variable has been almost neglected so far in
user satisfaction research.

2.2 Research on User Performance
Evaluations regarding the performance of the user have become

more common over the last years.
In the years 2000 and 2001 Turpin and Hersh [24] carried out

two user studies on the question whether batch and user evalua-
tions lead to comparable results. The first study was performed
within the framework of the TREC-8 interactive track and con-
sisted in an instance recall task. The second study was carried out
within the TREC-9 interactive track and consisted of a question-
answering task. For both experiments, the authors used two search
systems with different MAP performance (TREC-8: 0.27 vs. 0.32
MAP; TREC-9: 0.27 vs. 0.35 MAP). An influence of the system
performance on the user performance could neither be observed for
the instance recall nor for the question-answering task. Merely for
one measure, a relation could be observed [24].

The following two studies investigated the influence of different
levels of system quality on the user performance by using artifi-
cially constructed result lists. That way, the system performance
can be better controlled. Whereas Allan et al. [4] adopted BPref to
measure the system performance, Turpin and Scholer [23] adopted
MAP. The experiment of Allan et al. involved eight fixed system
levels ranging from 0.5 to 0.98 BPref and the experiment of Turpin
and Scholer involved five levels between 0.55 and 0.95 MAP. In ad-
dition, these two studies differ with respect to the underlying search
tasks. Allan et al. chose a passage retrieval task in which the test
subjects had to find, highlight and label all facets of the answer
to a given information need. According to the BPref level they
also differentiated between hard and easy topics. Turpin and Sc-
holer found it especially important to use simple search tasks. Their
precision-oriented task consisted in finding a document relevant to
an information need (time was measured). The recall-oriented task
consisted in finding as many relevant documents as possible within
a given time limit of five minutes. Whereas the results of Allan et
al. show statistically significant effects on the user performance at
certain levels of BPref [4], the results of Turpin and Scholer only
show a weak effect for the recall-oriented task [23].

Another interesting approach is reported by Al-Maskari et al. in
2008 [3]. They investigate the relationship between system perfor-
mance and user performance as well as the system’s influence on
the user’s satisfaction and perception of topic easiness. By using
an application that facilitates the access to three different search
engines it was possible to select the worst and the best system for
every single topic. Thus system performance (measured in Aver-
age Precision (AP)) was specified on a per-topic basis. During
the test, participants used both the superior and the inferior sys-
tem without being aware of it. The user task was recall-oriented
and consisted in identifying as many relevant documents as possi-
ble within a seven minute period of time. Interestingly, unlike in
our present study, Al-Maskari et al. discovered significant correla-
tions for a recall-oriented user performance measure. Besides the
fact that participants of the superior system were able to find more
relevant documents, results also show that they took less time and
felt more satisfied [3].

Smith and Kantor also provide some interesting results on this

issue [19]. Using a 3 × 3 factorial design they examined whether
users alter their behavior in response to the performance of a search
system. In the context of this study, subjects were told that they
would be searching with the Google search engine. Similar to
the study described just above, the result pages were selected on
the fly. The test system would submit the original user queries to
Google and than return result lists starting from different ranking
positions depending on the actual system performance condition.
Three different conditions were tested. The first condition was the
standard system, which displayed result documents in the same or-
der returned by Google. The remaining two conditions related to
the two experimental systems, one condition with consistently-low-
rankings (CLR) and one with inconsistently-low-rankings (ILR).
In the CLR-condition the displayed lists constantly started at the
300th ranking position in the original Google result list. In the ILR-
condition the starting positions within the original Google ranking
were varied across one session for the first twenty documents of the
displayed lists. The results obtained by Smith and Kantor strongly
support our findings regarding the relaxation of the user-defined
relevance criteria. As in the study presented in this paper, users of
the bad system (the CLR-system) seemed to relax their relevance
criteria and in the consequence thereof also accept documents of
minor relevance [19].

Scholer and Turpin [17] analyzed the concept of an individual’s
relevance threshold in relation to the system performance. The aim
of this study was to further understand the mismatch in the results
between batch and user evaluations. The diversity of the user’s
relevance criteria constituted the starting point for establishing a
study design that opens up the possibility to investigate their rel-
evance judgments more precisely. Therefore, similar to their pre-
vious study from 2006, Scholer and Turpin artificially constructed
result lists to simulate different search systems based on a four-
level relevance scale of the documents. Findings suggest that dif-
ferent users adopt different relevance criteria. As a consequence,
variances in system performance which can be observed in batch
experiments are not necessarily visible in user experiments due to
inhomogeneous relevance judgments of different users[17].

Most recently, Dostert and Kelly [8] conducted a study to in-
vestigate how and when users decide to end their search. The in-
teractive information retrieval experiment was based on the TREC
2005 Robust Track collection. All subjects used the same test sys-
tem and were asked to find relevant documents for four different
search tasks. Besides recording the participants’ actual recall, they
were asked to estimate their achieved recall value and time spent
searching. Results revealed that subjects recall estimates were not
accurate, but positively correlated with actual recall. Furthermore,
the time spent searching was also positively correlated with actual
recall. A post-test interview showed that the main reason for termi-
nating a search seems to be their assessment of enough information
[8].

In summary, we may conclude that research results especially
regarding the satisfaction of the user are not consistent and further
study is needed to address the subject in a more detailed manner.

3. STUDY DESIGN
The objective of the present study was to develop a controlled

study design which makes it possible to investigate the predictions
of the C/D-paradigm in the information retrieval context. The re-
search questions addressed were:

• What influence does the system performance have on user
satisfaction and performance?
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• What influence does the user expectation have on user satis-
faction and performance?

To answer these questions our study adopts a between subjects
design, in which each subject participates only in one treatment.
That means that each participant is confronted with only one expec-
tation manipulation. We assume that such a setup is more realistic
and less prone to fail in achieving the objective.

In order to investigate the impact of system performance and ex-
pectations on user performance and satisfaction both of these inde-
pendent variables had to be manipulated.

To control the system performance we used artificially constructed
result lists for three different search topics, as it has been done in
previous studies. For each of these topics two different result lists
were created - one to simulate a low and one to simulate a high
quality information retrieval system (subsequently also referred to
as the inferior and the superior system or low and high system
level). More details on the underlying system performance are pre-
sented in the subsection on the test system.

In order to test whether the users’satisfaction depends on their
expectation, two different introduction sheets were designed. Therein
the system was introduced as an expensive professional search sys-
tem being about to be implemented in the university library in one
case and as a student project with unknown quality in the other
case. Test users read this description before the test and we ex-
pected that their expectation toward the system was affected. The
introduction sheet also contained further information on the user
test.

Since a between subjects design was adopted we randomly as-
signed the users to four treatment groups. In order to reach signif-
icant statements, we decided to test at least 20 subjects per group.
Table 1 shows the two-by-two factorial design of our experiment.
Our participants were not aware of the different experimental con-
ditions.

system performance
low high

expectation
low group1 group2
high group3 group4

Table 1: Two factor study design.

3.1 Topics and Documents
For the experiment, a standard IR evaluation collection was used

in order to obtain a collection with topics and relevance assess-
ments. We decided to use the German language corpus from the
Cross Language Evaluation Forum (CLEF) which includes docu-
ments from the Swiss news agency Schweizerische Depeschenagen-
tur (SDA), the German daily newspaper Frankfurter Rundschau
(FR) and the German weekly news magazine Der Spiegel [14]. The
collection was used for a monolingual ad hoc retrieval setting.

From the large pool of topics available at CLEF, three were se-
lected. Several criteria had to be met during the selection process.
Finally, there needed to be a sufficient number of relevant docu-
ments available. Secondly, the topic should be about an issue which
is still relevant and interesting for the test persons. This might not
always be the case because the CLEF topics are developed for a test
collection from the years 1993 and 1994.

The selected topics were the following ones:

• C86: Renewable energy

• C187: Transports of nuclear material in Germany

• C190: Child labor in Asia

3.2 Subjects
Test users were recruited from our university. We selected only

students who did not study any information technology related field.
In order to avoid a gender effect, only female students were se-
lected. Thus the results obtained from the study can only be gen-
eralized to the population of female searchers, but considering a
gender-mixed sample would have either demanded a larger sample
size or we had to live with the fact that a gender bias might affect
the results. Users were motivated to participate in the study by an
incentive. All users took part in a lottery for three cash prizes with
a value of 100 Euro in total. Altogether, 89 participants completed
the test which makes this experiment larger than most studies re-
ported in the literature.

3.3 Test System
Design and functions of the application system resemble presently

popular internet search engines in order to facilitate intuitive in-
teraction. This was necessary to assure that interaction problems
would not become a confounding variable. This was also neces-
sary because no training session was given to the participants in
order to shorten the duration of the test. A screenshot of the user
interface can be seen in figure 1.

Figure 1: Screenshot of test application.

We adopted the algorithm presented by Turpin and Scholer for
the construction of the result lists [23]. The algorithm starts with
a random list and randomly swaps pairs of documents until the de-
sired Average Precision is reached. The top positions are not treated
specifically. It can be observed that result lists with the same Av-
erage Precision may look quite different. To avoid any issues we
made sure that the top of the list mirrored the system level. In the
first five documents, one or three irrelevant documents were placed
for the high respectively low system level. Average Precision is de-
fined as follows: "The mean of the precision scores obtained after
each relevant document is retrieved, using zero as the precision for
relevant documents that are not retrieved." [7]

Both Average Precision and Precision scores were selected within
the range that has been used in previous studies (e.g. [23]).

For the superior system performance an Average Precision of
0.75 and for the inferior system performance an Average Precision
of 0.55 was used.

Furthermore we varied the ratio of relevant to irrelevant docu-
ments (i.e. precision) for the high respectively low system level.
For the superior system performance a precision of 0.6 and for the
inferior system performance a precision of 0.5 was chosen. These
values are within the range of previous experiments and represent
the potential of modern search systems. For future experiments,
these values should be empirically derived. Table 2 shows the ra-
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% C86 C187 C190

documents
available

relevant 60 57 50
irrelevant 50 48 42
total 110 105 92

inferior
system

relevant 50% 50 48 42
irrelevant 50% 50 48 42
total 100 96 84

superior
system

relevant 60% 60 57 50
irrelevant 40% 40 39 34
total 100 96 84

Table 2: Ratio of documents per topic.

tio of relevant and irrelevant documents for the three topics in our
experiment.

In table 3 we provide the rankings of the six result lists used
during the experiment. Each 0 represents an irrelevant document
and each 1 an relevant document.

Each results page consisted of ten result documents. Results in-
cluded the title of the document, snippet (first sentence of docu-
ment) and document source. Our application system did not sup-
port keyword highlighting.

3.4 Experiment
The users came to a lab to conduct the test. After a welcome,

they were given the written scenario for the test. The scenario was
formulated to direct the test users toward the desired recall-oriented
search process. The scenario was also used to create high and low
expectations. Therefore, as already described in the context of the
study design, one test group was told they would be using a profes-
sional search system, whereas the other group was told they would
be using a search system, developed within a student project.

The search was motivated by the following scenario. All sub-
jects were asked to imagine they were journalists and would use
the presented search system to look for articles that concerned the
topic of their next article. This scenario also fits the documents
available within the CLEF collection. As previous work has shown
such task-based scenarios help to minimize the artificiality of the
test situation and at the same time motivate the participants [5, 18].

In the search tasks participants were required to find relevant
documents according to the task-based scenario. To avoid con-
founding order effects the information needs were given to the users
in different orders. Participants were given a maximum of ten min-
utes to complete each task, although they could terminate the search
early if they felt they had completed the task. As in the case of the
task-based scenario the opportunity to end the search early should
help minimize the artificiality of the test situation and promote
more natural behavior. Nevertheless, due to the study design, the
typical real-world iterative search behavior was disabled. Queries
were predetermined and users could not reformulate them in order
to provide each subject with the same list of results. The expla-
nation given to the participants to justify why the queries had to be
predetermined was that we wanted to assure comparable conditions
across participants.

The users could perform a limited number of actions in the user
interface. They could browse through a list of result documents
and evaluate them based on a representation by title and a snippet
as in most commercial systems today. This approach was used to
provide users with a somewhat familiar system design and at the
same time maintain a high degree of control over the test situation
for better comparison between users. Users could then select doc-
uments by clicking. The full text of the documents was shown in

a separate window and users could then read them and decide if
they were relevant or not. We want to point out that the subjects
did not have to read through all documents in the result lists but
only those that seemed relevant to them based on title and snippet.
Once selected by a user, the user had to decide whether or not the
document was relevant. The judgments as well as timestamps for
all interactions with the application system were recorded in a log
file. Oral comments of the users were not systematically recorded
by the test conductor.

Finally, after finishing the search tasks for all three topics, each
subject completed a questionnaire regarding the overall satisfac-
tion, that is to say, there was not a single questionnaire after each
search task. The questionnaire contained 28 question items and
dealt with both ease of use of the application system and satisfac-
tion with the presented result lists. The questionnaire also included
a section on personal data, which inquired about age, occupation,
years of computer and internet use. In terms of content the satisfac-
tion part of the questionnaire includes questions regarding satisfac-
tion with ease of use, efficiency, output display, precision, ranking
of results, result quality and reuse probability. Therefore, the ques-
tionnaire covers similar content areas to the studies described in
section 2.1. Most questions were rated on a 7-point scale which
ranged from 1 (completely correct) to 7 (not at all correct). We also
tried to indirectly determine the satisfaction of the test users with
the search results. Therefore we asked them at the end of the test if
they were willing to participate in another user test. The underlying
assumption was that it is more likely that satisfied subjects would
agree to assist in a second test.

4. RESULTS AND DISCUSSION
The results of the experiments were analyzed according to the

validity of the test design and subsequently the (subjective) user
perception and the (objective) user performance were analyzed.

4.1 Test Design
Prior to user based analysis, several validation checks were per-

formed to ensure that there were no confounding variables that had
an additional effect on the collected data. We briefly mention two
effects that are connected with the search tasks.

Similar to the results of Turpin and Scholer [23] the one-way
ANOVA analysis of our data indicates that there is a statistically
significant topic effect. The recorded user performance for the three
search tasks was included as repeated measurement factor. Our ob-
servations suggest that comparatively topic C86 was more difficult
and C187 more easy to deal with. We assume that the existence of
such a topic effect can be looked upon favorably because different
information needs in realistic search situations also vary in their
level of difficulty.

As already mentioned the information needs were given to the
test users in different orders. In this manner we intended to control
possible order effects such as learning and fatigue. The relationship
between user performance and topic order were examined using a
one-way ANOVA, with the order as independent factor. Only for
the topics C86 and C190 significant order effects can be observed.
This supports the above observation that topic C187 was in general
easier to deal with and therefore no training was necessary for the
test subjects. This check also shows that the variation of the topic
order was appropriate.

In most cases, subjects did not terminate their search early (on
average 10 participants (SD = 1.7) searched less than 10 minutes
per task). In contrast to the results obtained by Dostert and Kelly
[8], in our study spending more time searching did not lead to better
recall. However, early search termination did correlate with the
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topic
system

ranking
level

C86
low

1 1 0 0 0 1 0 1 0 0 1 1 1 0 0 0 1 1 0 1 1 1 1 1 0 0 0 0 1 1 1 0 0 1 1 1 0 1 1 0 1 0 1 1 0 1 1 0 1 0 1 0 1 1 0 0 0 1 0 0
0 0 1 1 1 0 1 0 0 1 0 0 1 1 0 0 1 0 0 0 0 1 1 0 1 1 1 0 0 0 1 0 0 1 1 1 0 1 0 0

high
1 1 0 1 1 1 1 0 0 1 1 1 1 1 0 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 0 1 1 0 1 0 1 0 0 0 0 0 1 1 1 0 1 0 0 1 1 1 1 0 1
1 1 1 1 0 0 1 1 0 1 0 1 1 1 0 0 1 0 0 0 0 1 0 0 0 0 1 0 1 1 1 10 0 0 0 0 0 1 0

C187
low

0 1 1 0 0 0 1 1 1 0 1 1 1 1 0 1 0 1 1 1 0 0 1 0 0 0 1 0 0 1 1 1 0 0 1 0 0 1 0 0 0 1 1 1 0 1 1 1 1 1 0 0 1 1 0 0 1 1 1 0
0 1 1 1 0 0 1 1 1 0 0 0 1 0 0 0 0 0 0 1 0 1 0 1 1 0 1 0 0 0 1 1 0 0 1 0

high
0 1 1 1 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 0 1 1 0 1 1 1 0 0 0 1 1 1 1 1 0 1 0 1 1 1 0 0 0 1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1
1 1 10 0 1 0 0 0 1 1 0 1 0 1 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0

C190
low

1 1 0 0 0 1 0 1 1 1 0 1 0 0 1 1 0 1 0 1 1 1 0 1 1 0 0 0 0 1 1 0 0 0 1 0 0 0 0 1 0 0 1 1 0 1 1 0 1 1 1 0 1 1 1 0 0 1 1 0
1 1 0 0 1 1 1 0 1 0 0 0 0 0 1 1 0 0 1 1 1 0 0 0

high
1 1 1 1 0 1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 1 0 1 1 1 1 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 1 1 0 0 0 1 0 1 0 1 1 0 1
1 1 1 0 0 1 1 0 1 1 0 0 0 1 0 0 0 1 1 0 0 0 1 1

Table 3: Ranking of result lists.

time taken to find the first relevant document for two of the three
topics (C86/C187 p = 0.0). Thus it seems that some participants
searched slightly faster than others. As this behavior reflects real-
life searching and those participants are equally distributed across
the four treatment groups, we assume that it adds to the potential
generalization of our findings.

The influence of expectations and system performance on user
satisfaction and user performance was for the most part examined
using a two-way ANOVA. No significant influence could be de-
tected for the expectation of the users. One possible interpretation
could be that expectations do not have an influence on the percep-
tion of retrieval results. Far more likely however is the interpreta-
tion that the manipulation was not sufficient. This assumption was
confirmed by some subjects within informal conversations at the
end of the test. These observations suggest that further research is
needed to clarify the validity of the confirmation/disconfirmation
paradigm in the field of information retrieval.

With respect to the system performance on the contrary signif-
icant influences could be identified for both user satisfaction and
user performance. These group differences are described in the fol-
lowing sections.

Figure 2: Satisfaction precision-oriented question items.

4.2 User Satisfaction
At first, we separately analyzed the question items using a two-

way ANOVA. Corresponding to the underlying study design, the
system performance and the user expectation form the independent
variables. The individual responses were included as dependent
variable. Significant group differences in relation to the system
level only occurred for the following precision-oriented items:

• Item 1: The filtering of articles could have been better. (p =
0.008)

• Item 2: Most articles have been relevant with respect of the
queries. (p = 0.025)

Figure 2 shows the results for these two questions. It must be
pointed out that the first question is formulated negatively. For
better comparison, we inverted the scale for item 2, so that now
for both questions higher values correspond to higher satisfaction.
In figure 2 it can be seen that in both cases subjects that used the
superior system were also more satisfied with the presented per-
formance of the system. This shows that users are indeed able to
perceive improvements in system performance. Nevertheless, even
though almost no significant group differences have occurred in
this first analysis, in the next step we tried to combine several items
to one scale. Therefore we only used those items that dealt with
the user’s satisfaction with the presented result lists. An analysis of
reliability has been adopted to test the quality of this scale and to
choose the most appropriate items to be included. We applied Cron-
bach’s Alpha as a measure of internal test reliability to identify a
valid group of items from our questionnaire. The best Cronbach’s
Alpha of 0.69 (which is close to the as sufficient regarded value of
0.7) is achieved by combining the following items:

• Item 1: The filtering of articles could have been better.

• Item 2: Most articles have been relevant with respect of the
queries.

• Item 3: I am satisfied with the quality of the search results.

• Item 4: The presentation of the results was clearly structured.

• Item 5: The order of the search results reflected the relevance
of the articles.

• Item 6: The articles I selected were helpful for the search.

The two-way ANOVA of the combined scale reinforces the re-
sults from the individual analysis, as can be seen in figure 3.
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The predictions of the C/D-paradigm can be observed in our ex-
perimental data. Nevertheless, we did not find statistically signifi-
cant differences for the user expectations (p = 0.50). However, as
already shown for question items 1 and 2 there is a significant dif-
ference (p = 0.01) between the two system levels. There occurred
no interaction effects (p = 0.78).

Figure 3 plots the mean values for the four test groups based on
the combined satisfaction scale specified above. Of the two groups
that used the inferior system the group with the treatment - high ex-
pectation - is less satisfied (4.15 vs. 4.32) because its expectations
were not fulfilled (negative disconfirmation). Furthermore, of the
two groups that used the superior system the group with the treat-
ment - low expectation - is more satisfied (4.65 vs. 4.72) because
its expectations were exceeded (positive disconfirmation).

Figure 3: Confirmation/disconfirmation paradigm.

The indirect satisfaction test with the additional user test did not
lead to conclusive results. Altogether 76 of the 89 subjects offered
to participate in another test. Such a high percentage (85%) sug-
gests that this result does not represent the indirect satisfaction of
the users. Instead, it seems that they felt obliged to offer their will-
ingness to attend a further test.

The fact that correlations between system performance and user
satisfaction are rarely observed also reflects the fact that experimen-
tal variables for such studies are hard to evaluate. As Al-Maskari
et al. [3] already pointed out the satisfaction of the user "[. . . ] is
always likely to exhibit discrepancies amongst individuals."

4.3 User Performance
In addition to the satisfaction as expressed by the test users, we

also intended to record and analyze their performance. Five user
performance measures were used to investigate the experimental
data:

• Doc@10: Number of relevant documents that users were
able to identify within the given time of ten minutes per task.
In the experiment of Turpin and Scholer subjects had a five
minute time limit per topic [23].

• User Recall (UR): Number of documents correctly identified
as relevant divided by total number of relevant documents
in the result list. Al-Maskari et al. pursued a similar strat-
egy within the framework of their user study. But since this
study dealt with image retrieval the focus was on identifying
unique documents respectively images [1].

• t1.Doc: Following Turpin and Scholer we compared the time
that users took to find their first relevant document [23].

• User Precision (UP): According to Al-Maskari et al. the UP
was calculated as number of documents correctly identified
as relevant divided by total number of documents judged as
relevant by the user [1].

• Pre-Click-Precision (PCP): Number of documents correctly
identified as relevant divided by total number of documents
selected by the user to read the full text. Thus PCP catches
the surface impression that the users had from the result lists.
This performance measure was derived from the idea of Res-
nick and Lergier to ask participants about their "[. . . ] ex-
pectation of how well his/her selection would match his/her
expectations." [16]. In this context they introduced the term
Pre-click confidence.

In the focus of the analysis of the user performance was the mean
performance of the users over all three tasks and not per individual
task. Thus we are able to make more general and more widely
applicable statements.

Again a two-way ANOVA was used to determine whether sig-
nificant differences existed between the four test groups. The five
user performance measures were one after another included as de-
pendent variables. Table 4 summarizes the significance values re-
garding the main and interaction effects of the independent factors
with one degree of freedom.

expectation system interaction
performance

measure F1 p2 F p F p

Doc@10 2.868 0.094 0.465 0.497 2.731 0.102

UR 2.562 0.113 0.519 0.473 2.316 0.132

t1.Doc 0.041 0.84 0.101 0.751 0.289 0.592

UP 0.486 0.488 13.045 0.001 4.823 0.031

PCP 0.939 0.335 4.424 0.038 1.013 0.317
1 F-value
2 Significance value

Table 4: Summary ANOVA user performance.

These results show that the system performance has a significant
impact solely on the precision-oriented measures, UP and PCP. For
the remaining measures none of the test conditions has a significant
influence (p > 0.05). The fact that there are no significant main
effects for the recall-oriented measures, Doc@10 and UR, indicates
that users are able to compensate the difference between the two
system levels for these performance measures.

The significant average value difference for PCP between the
high and low system performance group can be explained as a re-
inforcement effect. Although the results for the Doc@10 are not
significant (cf. Table 4) users of the inferior system by trend found
fewer relevant documents (8.75) than users of the superior system
(9.55). In addition a weak, but also not significant trend could
be observed that users with low system level selected more doc-
uments to read the full text (13.87) than users with high system
level (13.49). In themselves the differences are not significant but
for the calculation of PCP these two quantities are divided by one
another. Thus the non significant differences are reinforced by the
user performance measure.

The most interesting result concerning the user performance is
the significant difference in the User Precision for the two system
levels. Figure 4 illustrates this difference. In the case of using the
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superior system subjects on average achieved a higher Precision
value (0.93) than in the case of using the inferior system (0.86).
The percentage difference is 8%. At first it might be surprising to

Figure 4: User precision.

see that the test users were not able to compensate the difference
in system performance for the User Precision as well. Figure 5
shows why the detected differences occurred. The y-axis is sorted
by the number of documents. As the figure shows, subjects who
were using the inferior system erroneously judged more documents
as relevant than users of the superior system did. In addition, the
same subjects judged fewer documents erroneously as irrelevant
compared to users of the superior system. Erroneously refers to
the relevance judgment provided by the CLEF jurors which was
considered as ground truth for our experiment. At this point we
also want to remark that non-relevant documents in our result lists
correspond to explicitly CLEF-judged non-relevant documents.

These findings suggest that users assimilate their relevance crite-
ria to some extent to the quality of the information retrieval system.
For result lists with a wide range of relevant documents, users seem
to be stricter in their relevance judgment than for result lists with
few relevant documents. This type of adaptive search behavior has
also been observed in previous user studies with different experi-
mental setups [19, 17].

The difference for the User Precision is 8% and cannot be con-
sidered as large. Nevertheless, the percentage differences for the
number of incorrectly judged documents are larger. For the docu-
ments incorrectly judged as relevant a difference of 57% (inferior
system: 1.68 vs. superior system: 0.73) was perceived. For the
documents incorrectly judged as irrelevant, 28% (inferior system:
1.64 vs. superior system: 2.29) were measured. These numbers
can be compared to interrater agreement experiments carried out
with TREC data. When more than one juror judged the documents
for one topic, they agreed only on 30% to 40% of the relevant doc-
uments [25]. To draw the conclusion, the perception of relevance
seems to be influenced by the context, in the case of our experi-
ment, the system performance level.

4.4 Analysis of Covariance
In order to account for different levels of experience in using in-

formation retrieval systems we ran an analysis of covariance with
the user’s search experience as covariate. For this purpose the ques-
tionnaire contained items that recorded how many hours per week
the test users spent on average with computer work, online etc.

Figure 5: Assimilation effect.

These items were used to classify users as superior versus aver-
age experienced users. The search engine experience reported by
the test users was normally distributed. However, the search expe-
rience neither had a significant impact on the user satisfaction nor
the user performance.

Our experiment shows that user reported relevance as it is used
in many interactive IR studies is subject to many contextual factors
which may not be controlled in each experiment. We show that the
system performance is one context factor which has an influence.
As a consequence, user studies should not solely rely on user re-
ported relevance but introduce some sort of objective assessment.
The same is true for click-through data.

4.5 Conclusions
The primary aim of our experiment was to investigate the influ-

ence that the users’ expectations about the performance of a search
system have on their satisfaction and performance with retrieval
systems. The experimental setup is motivated by the confirma-
tion/disconfirmation paradigm, a widely used model to describe
customer satisfaction in marketing research. Besides studying the
influence of user expectations, we also investigated the influence
that the system performance has on both dependent variables. Al-
though this study only constitutes a first attempt to apply the con-
cept of expectation confirmation to interactive retrieval evaluation,
we already found some indication that the users’expectation of sys-
tem performance may influence their satisfaction as predicted by
the confirmation/disconfirmation paradigm. Nevertheless, the dif-
ferences were small and not significant according to the statistical
analysis undertaken. The same is true for relation between the sub-
jects’ expectation and performance, the expectation manipulation
revealed no significant differences in the user performance mea-
sures between the four experimental groups. With respect to the
system performance, however, we found that self-reported rele-
vance in user studies is highly context dependent. This can be seen
by the fact that users significantly seem to relax their relevance cri-
teria as soon as they begin to use the lower quality search engine.
We also found that the subjects’ statements of satisfaction corre-
lated positively with the actual system performance level.

5. OUTLOOK
In future studies, we intend to further elaborate the concept of
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customer expectation in the context of information retrieval. The
expectation can be manipulated stronger to see if there is a larger
and significant effect on the satisfaction and performance of the
user. Another strategy to overcome the weaknesses attributed to
the operationalisation of the expectation manipulation may be to
let each participant compare two treatments.

It is also interesting and important for future research to allow
participants to use individual search strategies and in this context
further investigate the observed assimilation effect. For user stud-
ies, between subjects test design should be preferred or at least
combined with within subjects setups. Another important aspect
for future experiments is the degree to which users relax their rele-
vance criteria. It should be measured in respect to the system per-
formance and other factors.

The results of our study show that self reported relevance in user
studies is highly context dependent. The relevance criteria are af-
fected by the system performance level. As a consequence, past
experiments without a ground truth for relevance need to be inter-
preted carefully.
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