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Introduction

In this paper, we report various strategies for query 

expansion (QE) in the NTCIR-8 IR4QA subtask. 

We submit the results of twelve runs from the 

formal run.

The results of twelve runs include cross-language 

information retrieval from English to traditional 

Chinese, from English to simplified Chinese, and 

from English to Japanese in the official T-run, D-run 

and DN-run. 
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Introduction

2. Query translation :

Translation

 

Source Query

(English)
Result

(Japanese)

(Simplified Chinese )

(Traditional Chinese)

IR 
System

Target Query

(Japanese) 

(Simplified Chinese )

(Traditional Chinese)

Source document

(Japanese)

(Simplified Chinese )

(Traditional Chinese)
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Introduction

In our previous works, Su et al. [2007] adopted 

online translation website services as a fixed 

dictionary and Wikipedia as a live dictionary to 

translate query terms. Their method can translate 

Out Of vocabulary (OOV) terms efficiently.

Lin et al. [2008] purposed a method that 

combines OKAPI BM25 and Wikipedia anchor 

texts for query expansion. 
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Introduction

In this paper, we combine Su’s and Lin’s methods 

in our system. Then we add more QE from 

Wikipedia and the result of QA analysis.

In the additional runs, we use a topic web crawler 

to get more related web pages and extract more 

keywords to be the candidates of QE.
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Introduction

Finally, we make use of Wikipedia, a good 

information resource, and topic crawler, to extract 

more keywords to be the candidates of QE, to 

improve our precision in CLIR. 
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Translation Methods



Architecture of retrieval system
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Translation Methods
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Our Translation System

Translation system flow chart:

 

Wikipedia 

Translation

Dictionary Based 

translation

Segment

Segment

Source    Query
Query 

segment result

Query 

translation

 segment result

Target 

Query Terms

2010/6/16 10



Wikipedia Translation

Wikipedia is a multilingual encyclopedia on the 

web and is composed and edited by volunteers all 

over the world. Anyone can edit or create new 

articles. 

Total has more then 15 million articles in 270 
languages. The numbers of articles still grow up. 

Retrieved from May, 2010

Languages Articles 

English 3,285,662

Japanese 674,217

Chinese 307,698

29 languages >100,000
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Wikipedia translation method:

Wikipedia Translation
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Online Translation Website

Google translation:
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Query Expansion Methods



Architecture of retrieval system
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Query Expansion

Query expansion is an important technology in IR 

systems since it can increase recall value. 

There are two major approaches: 

Thesaurus

Pseudo relevance feedback

We combine these two methods in our 

experiments by treating Wikipedia as a kind of 

thesaurus. 
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Our Retrieval System

Retrieval system flow chart:

Step1

Step2

Step3
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IR System

Pseudo 

Relevance 

Feedback

 

First   Results

Query 

translation 

Terms

Extraction terms

N-gram

Query 

translation 

Terms

N-gram 

Query Terms

IR System

 

Final    Results

Query

Expansion

Modified 

Query    

Calculate 

terms weight
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Wikipedia Query Expansion 

In Wikipedia, every entry has links to related 

entries or other relevant web pages on other 

websites. 

The anchor texts of the hyperlinks must be 

related terms. Therefore, we treat these anchor 

texts as candidates for query expansion. 
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Entry

Long Content

Short Content

Link & Anchor Text 
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Entry

Long Content

Short Content
Link & Anchor Text 
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Entry

Long Content

Short Content

Link & Anchor Text 
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Entry

Long Content

Short Content

Link & Anchor Text 
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Pseudo Relevance Feedback 

Original Query: Term1 Term2

Top 100 Documents
First Retrieval 

Documents:

Expanded Query: Term1 Term2 New Term1 New Term2 ….

Second Retrieval 

Documents:
Final Results

The pseudo relevance feedback method extracts 

relevant terms from the result of the first retrieval and 

uses them as expanded queries to retrieve documents 

again. 
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Candidate Weight

In official run, we used TF-IDF to select 50 

expansion terms from Top 100 relevance 

documents.

df

N
idf log

Ex. term “university” – tf  = 1000

df = 800

term “CYUT”  – tf = 100

df = 20
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i
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Ranking Method

The ranking method is Robertson’s in our system 

is the standard OKAPI BM25 algorithm. 
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Topic web crawler



Architecture of retrieval system
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Topic web crawler

Topic web crawler is a Web spider program that 

can retrieve only the documents related to a give 

topic. 

This kind of crawler is called focused crawler or 

thematic crawler.

The key difference of a focused crawler to a 

general crawler lies on the ability to find more 

related document among all available links.
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Topic web crawler flow chart

Target Query Terms

Online Search 

Engine

(Collect Seed URL)

Using Crawler to 

fetch URL related the 

Query Terms

Page filter to extract 

Anchor Text

Internet

URL Set
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Topic web crawler

Retrieval system flow chart:

Step1
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Experiment  Result



Experiment  Result

We use NTCIR-8 ACLIA IR4QA Subtask data 

sets run experiment.

Document sets:

Language File name Number of 

the docs

Year

Chinese 

(Simplified)

UDN 308,845 2002-2005

Chinese 

(Traditional)

Xinhua 1,663,517 2002-2005 

Japanese Mainichi 377,941 2002-2005
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Experiment  Result

Run Type Mean

T-run-01 Use only QUESTION field in Topic files as query terms

T-run-02 Adding more terms from answer type analysis of CCLQA to the first setting

D-run Use the NARRATIVE field in Topic file as the query terms

DN-run Combine the terms in QUESTION field and NARRATIVE field as the query 

terms

2010/6/16

We use NTCIR-8 ACLIA IR4QA Subtask data 

sets run experiment.

Settings of official runs:
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Official Runs

The performances of official runs(CS/JA results 

BEFORE bug fix.)

2010/6/16

Run MAP M-Q M-nDCG

EN-CT-T-01 0.1733 0.1923 0.3672

EN-CT-T-02 0.1941 0.2137 0.3963

EN-CT-D-03 0.1362 0.1509 0.321

EN-CT-DN-04 0.1486 0.1667 0.3516

EN-CS-T-01 0.1955 0.2225 0.4152

EN-CS-T-02 0.1996 0.2263 0.429

EN-CS-D-03 0.1445 0.1674 0.3622

EN-CS-DN-04 0.1562 0.1817 0.3933

EN-JA-T-01 0.1708 0.1776 0.3613

EN-JA-T-02 0.1719 0.1788 0.3638

EN-JA-D-03 0.1023 0.1027 0.2565

EN-JA-DN-04 0.0999 0.0985 0.2449
34



Additional Runs

In the Additional Runs, we have to process two 

experiments. 

Experiment 1: using different proportion in QE term 

from Okapi and Wikipedia. 

Experiment 2: using different proportion in QE term 

Okapi and topic web crawler. 

Through to analysis different proportion in QE 

term from Okapi and other source, to known 

which one of QE terms as candidate for query 

expansion can help CLIR to improve precision. 

2010/6/16 35



Additional Runs

Experiment 1_CS-runs :

EN-CS using Okapi QE have better performance. 

Many T-runs are better than D-runs and DN-runs.

Wikipedia QE is helpful in T-Runs.

2010/6/16

Okapi QE : Wikipedia QE(QE term=50)

Run 100:0 90:10 80:20 70:30 60:40 50:50 40:60 30:70 20:80 10:90 0:100

CYUT-

EN-CS-T
0.2006 0.1984 0.1999 0.2014 0.2003 0.1965 0.1948 0.1926 0.186 0.1865 0.1707

CYUT-

EN-CS-T(QA)
0.202 0.2014 0.2031 0.2028 0.2005 0.2001 0.196 0.1941 0.1894 0.1943 0.1806

CYUT-

EN-CS-D
0.1601 0.1575 0.1566 0.156 0.1538 0.1472 0.1434 0.1421 0.1386 0.1291 0.1136

CYUT-

EN-CS-DN
0.1696 0.1668 0.1673 0.1655 0.165 0.1572 0.1565 0.1563 0.1546 0.1489 0.1311
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Additional Runs

Experiment 1_JA-runs:

EN-JA using Okapi QE have better performance.

Our MAP of the EN-JA run was much lower than 

the other runs.
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Okapi QE : Wikipedia QE(QE term=50)

Run 100:0 90:10 80:20 70:30 60:40 50:50 40:60 30:70 20:80 10:90 0:100

CYUT-

EN-JA-T
0.1628 0.1636 0.161 0.1603 0.1594 0.1561 0.154 0.1515 0.1428 0.1321 0.1034

CYUT-

EN-JA-T(QA)
0.1617 0.1625 0.1601 0.1594 0.1583 0.155 0.1528 0.1503 0.1414 0.131 0.1024

CYUT-

EN-JA-D
0.0881 0.0928 0.0929 0.0917 0.0907 0.0893 0.0877 0.0849 0.0822 0.079 0.058

CYUT-

EN-JA-DN
0.0857 0.0904 0.0895 0.0904 0.0905 0.0875 0.0851 0.0822 0.0813 0.077 0.0569
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Experiment 1_CT-runs:

EN-CT using Okapi QE have better performance.

The MAP of QE terms from Okapi only and  

Wikipedia only are quite close.

Wikipedia QE is helpful in EN-CT.

Additional Runs

2010/6/16

Okapi QE : Wikipedia QE(QE term=20)

Run 100:0 90:10 80:20 70:30 60:40 50:50 40:60 30:70 20:80 10:90 0:100

CYUT-

EN-CT-T
0.1738 0.1738 0.1746 0.1762 0.1782 0.1768 0.1752 0.1704 0.1667 0.1648 0.153

CYUT-

EN-CT-T(QA)
0.1938 0.1935 0.1943 0.1948 0.1971 0.1959 0.1938 0.1911 0.1877 0.1842 0.1697

CYUT-

EN-CT-D
0.1382 0.1406 0.141 0.1379 0.1395 0.1396 0.1381 0.1352 0.1313 0.123 0.1137

CYUT-

EN-CT-DN
0.1559 0.1567 0.1571 0.1565 0.1567 0.1555 0.153 0.152 0.149 0.1427 0.1343
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Additional Runs

2010/6/16

Okapi QE : Topic web crawler QE(QE term=20)

Run 100:0 90:10 80:20 70:30 60:40 50:50 40:60 30:70 20:80 10:90 0:100

CYUT-

EN-CS-T
0.2006 0.205 0.2077 0.2071 0.2041 0.1945 0.1949 0.1929 0.1865 0.1846 0.1729

CYUT-

EN-CS-T(QA)
0.202 0.2073 0.208 0.2084 0.2084 0.1998 0.2001 0.1965 0.1932 0.1937 0.1767

CYUT-

EN-CS-D
0.1601 0.1638 0.1641 0.1652 0.1612 0.1556 0.156 0.1537 0.1496 0.1447 0.1343

CYUT-

EN-CS-DN
0.1696 0.1707 0.1688 0.1704 0.1681 0.1606 0.1613 0.1623 0.1609 0.159 0.1472

Experiment 2_CS-runs :

EN-CS runs using Okapi QE have better performance.

Topic web crawler QE is more helpful in EN-CS.
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Additional Runs

2010/6/16

Okapi QE : Topic web crawler QE(QE term=30)

Run 100:0 90:10 80:20 70:30 60:40 50:50 40:60 30:70 20:80 10:90 0:100

CYUT-

EN-CT-T
0.1735 0.1769 0.1791 0.1801 0.1816 0.1824 0.1839 0.1808 0.1793 0.181 0.1682

CYUT-

EN-CT-T(QA)
0.1946 0.1995 0.1999 0.2021 0.2024 0.2044 0.206 0.2003 0.1972 0.1974 0.1798

CYUT-

EN-CT-D
0.1375 0.1388 0.1431 0.141 0.1457 0.1461 0.1449 0.1462 0.1413 0.1409 0.1275

CYUT-

EN-CT-DN
0.1566 0.1589 0.1588 0.1614 0.1654 0.1669 0.1676 0.1667 0.1651 0.1651 0.1508

Experiment 2_CT-runs

Topic web crawler QE is more helpful in T-runs.

The MAP of QE terms from Okapi only and Topic web 

crawler only are quite close in D-runs and DN-runs.
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Conclusions



Conclusions

In this paper, we using Wikipedia and Google 

translation to translate query terms, and using the 

results of QA analysis to add more target query 

terms.

Main of the query expansion terms to extract 

terms as anchor text from Wikipedia and using 

topic web crawler extract more keywords to be 

the candidates of QE.
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Conclusions

In additional runs, the experiment 1 result to show 

using the Okapi terms can improve the performance 

of MAP, especially for EN-CS and EN-CT. 

In the experiment 2 result to show using the topic 

crawler terms better than Okapi terms, therefore to 

prove topic crawler can help the retrieval system to 

raise the performance.  
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Conclusions

In the future work, because of the question types 

of the IR4QA task increased from 4 in NTCIR-7 to 

9 in NTCIR-8. This change makes the task more 

difficult.

Therefore, we think of the IR system must use 

more information on the question types, such as 

building classifiers to relate documents to 

particular question types.
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