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Introduction

e We participated in the Japanese mono-lingual (JA-JA)
task.

e QOur proposed method for GeoTime information
retrieval is based on

— Question decomposition and
— Question answering.

* GeoTime information retrieval can be regarded as one special case
of IR4QA, because a query submitted to a system is a natural
language question in typical situations.

e We may straightforwardly consider documents that have good
answer candidates as documents relevant to the query.

 We developed a system that utilize a question-
answering system.



Related work

GeoTime information retrieval may be regarded as a special case of
IR4QA.

— Many approaches to IR4QA introduce some extensions to treat natural
sentence questions or question types.

— Their foundation are information retrieval systems[Sakai et al. 2008].

There are some text processing method based on the result of
guestion answering system.
— [Mori et al. 05] proposed a method for multi-answer-focused
summarization using a question-answering engine.

* Importance of each sentence is calculated based on the scores of answer
candidates appeared in the sentence.

Our approach to GeoTime information retrieval takes the same kind
of approach as the latter researches.

— In these researches, the scores of answer candidates are used to
weight sentences.

— In our GeoTime information retrieval, documents are weighted
according to the score.



Proposed method

 The proposed method consists of the
following three procedures.

1. Decomposing a complex GeoTime question into
a set of simple factoid questions,

2. Factoid question-answering for the simple
guestions, and

3. Scoring documents according to the scores of
answer candidates in each document.
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Question decomposition (2)

Algorithm 3.1: DECOMPOSEQUESTION(Qc)

e GeoTime questions are

comment: returns a set of tuples of (Q.interrog). where

usually complex questions, e il e e e
. . interrog, which is obtained by the decomposi-
W h | C h h ave m u Itl p I e tion of an inputted complex GeoTime question
. . . Qc.
interrogatives, like when, global InterrogPats
comment: InterrogPats is a set of patterns that match
Wh S re’ etc' with interrogatives in question sentences.
procedure PATTERNMATCH(Str, Pats)
¢ We SuU p pose th at €d Ch comment: returns a set of tuples of position
1 1 1 (PosS, PosE), where PosS and PosE
GeOTI me q ueStlon IS a ble to are the start and end positions of a substring
be decom posed into a Set Of of Str matched with one of patterns Pats.
. I f t .d t. return ({(PosS, PosE)})
sim p € Tactol q uestions. procedure SUBSTR(Str, (PosS, PosE))
- i comment: returns a sub-string SubStr of Str that starts
<Q’ (Ignterrog> from position PosS and ends at position
. is a simple question with PosE.
one interrogative interrog. return (SubStr)
. . procedure DELSUBSTRS(Str, Matches)
i Th ese sim p I e fa CtO I d comment: returns a string Str1 that is obtained by delet-
. i 1l substri d by Matches f
guestions may be handled a g Gt oprosese by Matefies rom @
factoid question-answering return (Str1)
main
SySte m. M s < PATTERNMATCH(Qc, InterrogPats)

Qs — Uyre s 1{DELSUBSTRS(Qc, M s\{ M }), SUBSTR(Qc, A%))}
return (Qs)




Question decomposition (3)

e Example GeoTime gestion (GeoTime-0003)

— L\, ECTHR—IL- =YL, TLHYZFELT=M?
e (When and where did Paul Nitze die?)

e Decomposed questions
1. LWOR—IL-ZuVIk, TLRYFRL=A?
e (When did Paul Nitze die?)
2. ECTR—IL-ZuVIE, TLRYFELEN?
e (Where did Paul Nitze die?)
e QOur current implementation of question
decomposition is based on a simple pattern-
match.
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Step 2
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Obtaining all answer candidates (2)

° The a|gorithm Ca”S a Algorithm 3.3: GETALLANSCANDS(Qs)
faCtOId queStlon— comment: returns a set of tuples of
. (D, interrog, AC, Sr,Sw), where AC and
answerl ng SyStem tO D are an answer candidate and a document in
. . which the answer candidate appears. interrog
Obtaln answer Candldates is the intgrrogagci‘;/e aske(}il in a dilcomp}(:sej
: question. Sr and Sw are the raw and weighte
d nd thel r SCOres for d ” Of score of the answer candidate. The inputs Qs
the Slmple questlonS. ) gz(sc(; of decomposed questions.
procedure
P I comment: returns a set of tuples of (AC, D, Sr, Sw) for
<D'Interrog’AC’Sr’SW> the question () by using a factoid question-
— D: document answering system.
. . return ({(AC, D, Sr,Sw)})
— Interrog: interrogative .
— AC: answer candidate ACs —{}
for each (Q,interrog) € Qs
— Sr:raw score of AC As — QA(Q)
. do ( for each (AC, D, Sr, Sw) € As
— Sw; WE|ghted score of AC do ACs — ACs|J{(D,interrog, AC, Sr, Sw)}

return (ACs)




Basic factoid-type QA system (1)
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Basic factoid-type QA system (3)

Raw score for answer candidates

e Itis difficult to make QA systems high precision with one
monolithic method.

— There is a trade-off relation between informativeness and robustness of
analysis in each processing technique.
* More informative €= Less informative
. Less robust €=» More robust

e We employ multiple complementary methods in order for our QA
system to have a variety of informativeness and robustness.

* Implementation: Raw score for an answer candidate AC in the I-th
retrieved sentence L; with respect to a question sentence Lq.

Question type
consistency

S(AC,L;,L,)=Sb(AC,L,,L,)+Sk(AC,L,,L,) +Sd(AC, L, L)+ St(AC, L, L,)

Bi-gram keyword Dependency between
an answer candidate
and a keyword

q

13



Basic factoid-type QA system (4)

Pseudo voting method in search scheme

 Many existing QA systems exploit global information about answer
candidate.
— Voting method --- boosting the score for answers that occur multiple times
[Clarke 01, Xu 03].
e Pseudo voting [Mori 05]

— Since our method continues searching for answers until scores of n different
answers are fixed in n-best search, the system may find other answer
candidates that have same surface expression.

— We can use the partial frequency information with regard to found answer
candidates.

— Weighted score SY(AC,L,) for an answer candidate AC is:

"(AC,L,)=(l freq(AC, AnsLlI 1)-m AC,L,L )+
rrequency S (AC:L) (ogi?'d eq(AC, AnsList)) +1) in:\x|S( c,L,L,)|
where AnsList is the list of answer candidates whose scores are fixed.

Raw
score

14
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First, all answer candidates (ACs) are grouped by document, and then
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Scoring documents (2)

All answer candidates (ACs) are
grouped by document, and then Algorithm 3.4: SCOREDOCS(AC's, Strategy)
ACs in a document are grouped

comment: returns a set of tuples of (D, S), where S is the

by int_errogative of Simple score of document D.

question. procedure Docs(AC's)

We define the sub-score of comment: returns a set of all documents appeared in
) ACs.

document in terms of an return ({D})

interrogative as the maximum
score of answer candidates that
associated with the

procedure INTERROGS(AC's)
omment: returns a set of all interrogatives appeared in

: = ACss.

interrogative, return ({Inter

and finally define the score of _  ,rocedu

document as the summation of TSTTE( 3, INTERROGS (ACs | DX (D.1,AC,Sr.5w)e ACs SW)

the sub-scores over all
interrogatives.

Since we have two types of scores

procedure SCOREDOC2(D, AC's)
return (ZieINTERROGS(AOs) MaxX(p,i,AC,Sr,Sw)eACs ST)

main

of ACs, namely weighted scores DSs — {}

and raw scores, two scoring for each D € Docs(ACs)

strategies, Strategy 1 (weighted = (if Strategy ==1

SCOI'E) and Strategy 2 (raw score). d q;then DSs — DSs|J{(D,ScoreDocl(D, ACs))}
— . else if Strategy == 2

are prepared, respectively. then DSs «— DSs|J{(D, ScorEDoc2(IJFACSs))}




Experimental Results (1)
Settings

e We conducted four runs
shown in Table 3.

 The difference among
the runs is due to:
— Scoring strategy and

— Parameter settings of
the question-answering
system.

Table 1: Description of system parameters

a: Number of answers to be searched.

d: Number of documents to be retrieved.

ppd: Maximum number of passages retrieved from

one document.

p:  Number of passages to be considered in the

retrieved documents.

pwin: Number of sentences in one passage.

Table 2: Common parameter settings of the
question-answering system
d | pwin | ppdoc
250 3 3
Table 3: Submitted runs
Run ID Strategy a | p
FORST-JA-JA-01-D | 1 (weighted score) | 10 | 30
FORST-JA-JA-02-D 2 (raw score) 10 | 30
FORST-JA-JA-03-D | 1 (weighted score) | 20 | 60
FORST-JA-JA-04-D 2 (raw score) 20 | 6017




Experimental Results (2)

Overall evaluation

Strategy 2 (raw score) is superior

to Strategy 1 (weighted score).

— In GeoTime retrieval, documents

with answer candidats for both

‘When’ and ‘where’ are imortant.

— The weighted score scheme may
give wrongly high value to
documents that have only one
kind of answer candidates.

— We need more detailed analysis.

The parameter settings of
guestion answering do not
seriously affect to the
effectiveness in GeoTime
retrieval.

There are no statistically
significant difference among
runs according to the Wilcoxon
matched pairs signed rank sum
test.

Table 4: Mean of each evaluation metric:

mean mean mean
Run ID AP Q nDCG
FORST-JA-JA-01-D | 0.233 | 0.259 | 0.332
ORST-JA-JA-02-D | 0.286 | 0.284 | 0.372
FORST-JA-JA-03-D | 0.206 | 0.238 | 0.324
ORST-JA-JA-04-D | 0.276 | 0.287 | 0.377
Table 3: Submitted
/ Run ID e B réltlratigyruns a | p \
FORST-JA-JA-01-D | 1 (weighted score) | 10 | 30
FORST-JA-JA-02-D 2 (raw score) 10 | 30
FORST-JA-JA-03-D | 1 (weighted score) | 20 | 60
FORST-JA-JA-04-D 2 (raw score) 20 | 60
a: Number of answers to be searched.

p: Number of passages




Experimental Results(3)

Per-topic evaluation

There are Some == FORST-JA-JA-01-D —i—FORST-JA-JA-02-D FORST-JA-JA-03-D ====FQORST-JA-JA-04-D
topics that cannot | '~ & R 1 Average }
be appropriately Precision ,’ \\ A
handled by our 04 /
method. o _&Aﬂ \- ,_k
— The method lacks in .

robustness in terms | os A A % Q IR\

of variety of 06 - " [

qgueries. 04 .| /\Ké )

. 0.2 - —

Especially, the SR Sl G N e
question wls R R, nDCG N\ A
decomposition o A\
module failed to 0s R\ II/' _\r
decompose > : \
GeoTime questions | sszzssszzsz02z2223z23322;+
In some cases as




Failure analysis (1)

in question decomposition

* Failures because of lack of patterns.

— GeoTime-0010: LN DITERDERE EZFDE

AVRELELI=M?

(Ti
anli

5T 5

e (When was the decision made on siting the ITER and

where is it to be built?)
— GeoTime-0018: 20024 IZF R

L=-DI(F{e A HBTL=M "7

£

AT

S

[ZIR I

e (What date was a country was invaded by the United

States in 20027?)



Failure analysis (2)

in question decomposition

e Failures because the given questions consist of two
separate questions.

— They cannot be handled by our question-answering systems.

— We need a system for information access dialogue (IAD) task like
NTCIR-5 QAC.

— GeoTime-0015:E DT A A TYMR—ILF—LAHY, 2002 D
A—/IN—IR L TEBLEL =D, F= B X ECTHMES
nEL=mM?

* (What American football team won the Superbowl in 2002, and where
was the game played?)

— GeoTime-0020: 32 HFHIEIZEE(CMBLI=DIZEDETT
M F-.MBLE=DIEWLNDTI M ?

e (What country is the most recent to join the UN and when did it join?)

— GeoTime-0023:BXME S DR R DIFRILANELI=D XD
TIH.Fl=. EQEMAN—IZIHYFELE=M?
* (When did the largest expansion of the European Union take place,
and which countries became members?)




Conclusion

 We proposed a method of GeoTime
information retrieval based on question
decomposition and question answering.

e \We demonstrated that the proposed method
is able to accept GeoTime questions and
retrieve relevant documents to some extent.

e However, there is still room to improve the
effectiveness of retrieval.

— Question decomposition, etc.



Thank you very much!!
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