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Abstract 

This paper describes our work on the subtask of 

simplified Chinese monolingual information retrieval 

for question answering system at ntcir-8. We use the 

lemur toolkit to build index in unit of Chinese word. 

OKAPI BM25 as retrieval model and a 

density-proportional based pseudo relevance feedback 

method were used for query expansion. To rank all 

documents orders, Statistical language modeling and 

Minimal Mean Distance (MMD) calculating method 

were employed. Evaluation at NTCIR-8 shows that 

the best T-run from our team in terms of Mean nDCG 

is 0.5981, 0.3411 in Mean AP and 0.3749 in Mean Q. 
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1. Introduction 
Information retrieval (IR) aims at finding as 

many relevant documents as possible. Hence,

document retrieval is the essential part of information 

access. As in NTCIQ-7, the traditional isolated IR 

tasks were changed into IR for QA tasks in advanced 

cross-lingual information access (ACLIA), IR4QA at 

NTCIR-8 evaluates cross-language IR using English 

topics and targeting documents in Simplified Chinese 

(CS), Traditional Chinese (CT) or Japanese (JA). The 

corresponding monolingual IR subtasks are also 

within the scope. [1].  

In this paper, we describe our work on the 

subtask of simplified Chinese monolingual 

information retrieval for question answering system at 

NTCIR-8. We use the lemur toolkit to build index in 

unit of Chinese word, and use OKAPI BM25 [6] as 

retrieval model. A density-proportional based pseudo 

relevance feedback method was used for query 

expansion. To rank all documents orders, Statistical 

language modeling and Minimal Mean Distance 

calculating method were employed. Evaluation at 

NTCIR-8 shows that the best T-run from our team in 

terms of Mean nDCG is 0.5981, 0.3411 in Mean AP 

and 0.3749 in Mean Q. 

The rest of the paper is organized as follows: In 

section 2, we present related studies. Section 3

provides an overview of the system architecture. In 

section 4 and 5, we introduce the query expansion 

method and document ranking strategy respectively.  

Section 6 gives the evaluation results and error 

analysis. Finally, the conclusion is given in section 7. 

2. Related Studies 
2.1 Word segmentation and Named 
Entity Recognition 

The past evaluation has shown that retrieval 

performance is raised by the recognition rate of named 

entity. We employed a Conditional Random Field 

(CRF) based segmentation tools [2] which were also 

used to recognized name entities like Person, Location 

and Organization. 

2.2 Document index 
Lemur [3] as an open source index toolkit, it 

organizes the documents by means of inverted index. 

In our system, the contents of documents and the 

contents of paragraph are indexed based on word by 

using Lemur respectively. some invalidation 

document, which contains stop words like “

”, “ ” in its title, are not indexed.

2.3 Original query generation 
Each topic is composed of two parts: question (T) 

and narrative (D) as illustrated in Figure 1. The 

workshop permits participant submitting run using 

one or more parts. For CS-CS Subtask, only Chinese 
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QUESTION field is used. 

The original query is generated by the Question 

Analysis model [4], it was developed for NTCIR-7 

CCLQA, which is based on the Question pattern 

library and HowNet [8]. 

3. System Description 
The system is composed of indexing, query 

processing and similarity calculation modules .The 

indexing module implements the pre-process of 

corpus and indexer. Our system is implemented based 

on Lemur for indexing system. A density-proportional 

based pseudo relevance feedback method was used for 

query expansion. Statistical language modeling and 

Minimal Mean Distance (MMD) calculating method

were employed in second retrieval. And the top 1000 

retrieve documents were the final results. 

The system architecture is as follows: 

4. Query expansion 
    The local context analysis (LCA) [7] is an 

effective approach to expand original query terms.  

This approach chooses those concepts which co-occur 

with original query terms from top n ranked 

documents. In TREC, LCA has the best performance 

among all of traditional query expansion approach, 

and the approach is simple.  

A new method namely density-proportional  

1. Use OKAPI BM25 as retrieval model, select top 

100 ranked documents as relevant documents.

2. Statistic the time of word jw co-occurs with 

original query term iq in a window, a window 

contains 10 words.

),( ji wqC = �
�

n

k
kji wqC

1
),(

Where n is the number of relevant documents, 

n =100, 
),( ji wqC

is the time of iw co-occurs 

with
iq in relevant documents.

3. The relevant degree of iq with iw can be 

calculated according to the formula as follows:
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QLlji wqI �
is the relevant 

degree of iq with iw , l is the number of 

original query term iq in � �mqqqQ ...., 21� ,

which co-occurs with iw ,
QL is the length of 

Q ,
jw

N is the number of jw in all the 

documents ||C is the number of all the 

documents.

4. These words whose values of l are the same 

will be put into the same aggregate. 

5. Filtrate the person names, empty words, stop 

words and some words divided by mistakes.
6. Add m top ranked words toQ .

Question

Question Analysis

Query

BM25 Retrieval

Documents

Indexing

Index

Ranked Doc. Query Expansion

New Query.

MMD

Results

<TOPIC ID="ACLIA2-CS-0001">

<QUESTION LANG="EN"><![CDATA[Who is the best actor in the 

76th Oscar's?]]></QUESTION>

<QUESTION LANG="CS"><![CDATA[ 76

]]></QUESTION>

<NARRATIVE LANG="EN"><![CDATA[The user would like to 

know the name of the best actor in the 76th Oscar's.]]></NARRATIVE>

    <NARRATIVE LANG="CS"><![CDATA[ 76

]]></NARRATIVE>

</TOPIC>

Figure1. A sample of topic for IR4QA task

Figure2. System architecture

Figure3. DP steps
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based pseudo relevance feedback method (DP) is used 

in our two submissions (run01 and run02). The steps 

are described in Figure 3. 

There is partial result of density-proportional 

based pseudo relevance feedback in Figure4. 
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|0.307445|2 |0.235511|2 

|0.229104|2 |0.226444|2 
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For example, the location question “

”, its query terms are

,in |0.818563|2 is the expansion 

term of “ ”, “0.818563 is the relevant

degree of and  “ ”, “2” denotes that 

co-occurs with “ ” and ”

The KECIR group participated in the IR4QA 

(Information Retrieval for Question Answering) task 

of the NTCIR-7 ACLIA Task Cluster[4]. In this 

evaluation, we used the same method to adjust query 

length by type as last, there are five new types of 

queries in NTCIR-8, we remain five expansion terms 

in these queries. The query length is listed in Table 1.

Table 1.The query length 

Question type Query length

biography +3

definition +3

relationship +4

event +6

Why(new) +5

person(new) +5

date(new) +5

Organization(new) +5

location(new) +5

We remain five expansion terms in the query“

”. Query terms become “

”.

We made some experiments on traditional retrieval 

models; we selected the top 100 documents as 

resource of comparison and computed the mean recall 

and mean precision of them. Table 2 is a list of 

comparison results. 

Table 2.Mean recall  

Name of 

retrieve 

model

Use initial 

query terms

Use Query 

expansion

KL-diverse 0.536631 0.558433

Okapi BM25 0.532504 0.554608

VSM 0.528042 0.543024

Table 3.Mean precision  

Name of 

retrieve 

model

Use initial query 

terms

Use Query 

expansion

KL-diverse 0.24842 0.255890

Okapi BM25 0.24771 0.255479

VSM 0.23307 0.253014

  From Table2 and Table3, we can find that query 

expansion can help to improving the effect of    

retrieval system. 

Figure4.Partial result of density-proportional

based pseudo relevance feedback
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5. MMD retrieval model 
Statistical Language Modeling(SLM) tries to build 

a mathematic Modeling for nature language 

processing by using statistics and probability, as to 

find out the rules of human languages and methods 

which to solve the specifically questions of nature 

language processing. In 1998, Ponte and Croft used 

SLM to solve the questions of information retriever 

firstly and got a very good result in their paper. [6].

 Its basic idea is to estimate a Language Modeling 

for a document, and computer the probability of the 

Language Modeling creates a query. Than to rank 

documents according to their probabilities.[4]. The 

approach of formulary is as follows: 

��
iq

),()|( )|( Qqc
i

iDqPDQP

Where ),( Qqc i is the number of word iq

which appears in query terms. )|( DqP i  can be 

calculated by many smoothing methods.

 However, SLM is based on suppose that query 

terms are all unattached. We think that the distance 

among query terms in a document is shorter; the value 

of relevant degree between query and the document is 

bigger. So we put forward a new retrieval method 

namely Minimal Mean Distance (MMD). The steps 

are described in Figure 5. 

6. Evaluation 
6.1 Evaluation results

We all submited five runs to NTCIR-8, the 

description of five runs in Table4, the results of five 

runs in Table4. 

In addition to measuring the effectiveness of ranked 

retrieval, organizer also examine the coverage of 

relevant documents and the number of unique relevant 

documents for each a run, the results of five runs in 

Table 6 and Table 7.

We can get conclusions as follows: 

(1) In table 5(Mean effectiveness over 73 topics), 

the results of KECIR-CS-CS-03 and 

KECIR-CS-CS-02 are better than KECIR-CS-CS-01’s,

KECIR-CS-CS-01 isn’t the best run. The results of 

KECIR-CS-CS-01, KECIR-CS-CS-02 and 

KECIR-CS-CS-03 are better than KECIR-CS-CS-04  

1 Build index, find out all the documents which 

contain query terms, and record the locations and 

time of every query term in these documents.

2 Computer the minimal mean distance of query

term iq among other query terms in a 

document.                 
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Where Dlen is the length of a document, if

the document does not contain
iq ,

Liq min_ = Dlen .
Ql is the number of query 

terms’ categories in the query.

    .  
and KECIR-CS-CS-05’s.

(2) In table 6(Coverage of relevant documents 

summed across 73 CS topics), the results of 

KECIR-CS-CS-01, KECIR-CS-CS-02 and 

KECIR-CS-CS-03 are better than KECIR-CS-CS-04

and KECIR-CS-CS-05. KECIR-CS-CS-03 is the best  

Figure 5 MMD steps
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run.

(3) In table 7(Unique relevant documents number), 

KECIR-CS-CS-01 and KECIR-CS-CS-02 are the best.

6.2 Question analysis 
  (1) The effect of Chinese word segmentation. 

The result of Chinese word segmentation affect 

the effect of retrieve straightly, for example, in the 

question ACLIA2-CS-0006

What is the relationship between Bali 

bombings and Bin Laden? after the management of 

Chinese word segmentation, the query terms are

, there are many documents 

which have not query term but , if 

we use the strategy of query term matching, these 

documents which don’t contain can’t be 

retrieved, so the query term should be 

divided into and . In the question

ACLIA2-CS-0051 (What does 

"DINK" represent?)”, after management of Chinese 

word segmentation, “ ” became “

”, many documents have words

so these relevant documents can’t

be retrieve by the method of query term matching, 

should be divided into and .

Another question “ACLIA2-CS-0090

(What is the relationship 

between the Straits of Malacca and the Japanese 

people?)” , the query terms are “

”, but some documents contain “

if didn’t be divided into and

, we can’t retrieve these relevant documents

naturally.

(2) The effect of expression of query topic. 

As we know, one query topic can be expressed by 

multifarious manners, at the same time; we can 

Run name Description

KECIR-CS-CS-01 Query expansion uses 

density-proportional

based pseudo relevance

feedback method, 

MMD as retrieval 

model.

KECIR-CS-CS-02 Query expansion uses 

density-proportional

based pseudo relevance

feedback method,BM25

as retrieval model .

KECIR-CS-CS-03 MMD as retrieval 

model.

KECIR-CS-CS-04 Use paragraph retrieval 

strategy and the tookit 

of lucene, SVM as 

retrieval model.

KECIR-CS-CS-05 Use the tookit of 

lucene, SVM as 

retrieval model.

Run name Mean AP Mean Q Mean 

nDCG

KECIR-CS-CS-03 0.3411 0.3749 0.5981

KECIR-CS-CS-02 0.3265 0.3635 0.5941

KECIR-CS-CS-01 0.3154 0.3546 0.5870

KECIR-CS-CS-04 0.2833 0.3193 0.5322

KECIR-CS-CS-05 0.2782 0.3177 0.5586

Run name Coverage

KECIR-CS-CS-03 4620

KECIR-CS-CS-01 4455

KECIR-CS-CS-02 4434

KECIR-CS-CS-05 3653

KECIR-CS-CS-04 3645

Run name Unique relevant

KECIR-CS-CS-01 17

KECIR-CS-CS-02 17

KECIR-CS-CS-04 14

KECIR-CS-CS-05 5

KECIR-CS-CS-03 0

Table 5. Mean effectiveness over 73 topics

Table6. Coverage of relevant documents

Table 7. Unique relevant documentsTable 4. Submitting run description
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describe one concept by different words. We can 

understand the query topic, but computer catches on 

the meaning of query only by word matching. So the 

result of retrieval is decided by the query terms of 

question. For example, the question“

?”, query terms are “ ”,

“ ” has the same meaning as “ ” and “ ”.

If we don’t use some methods to expand “ ” into 

“ ”, “ ”, many relevant documents which only 

contain “ ” or “ ” may be ignored. For the 

question “ACLIA2-CS-0093

(What is the contributions of Three Gorges 

Dam? )”, if there wasn’t description of question topic,

we can’t know which benefit of Three Gorges Dam

the querist want to know, about environment or 

economy? In fact, many relevant documents don’t

contain the query term “ ”, the contributing query 

term only has“ ”, if we retrieve 

documents by “ ” and “ ”, computer

must consider some documents which contain “

” and “ ” at one time are relevant, so it 

will effect the recall and precision of retrieval result.

(3) The effect of query expansion. 

  Run “KECIR-CS-CS-02” used density-proportional 

based pseudo relevance feedback method to expand

query words, we can find that, in mean effectiveness 

over 73 topics, its result is better than 

KECIR-CS-CS-04 and KECIR-CS-CS-05, 

KECIR-CS-CS-04 and KECIR-CS-CS-05 didn’t use 

any query expansion method. But when 

density-proportional based pseudo relevance feedback 

method and MMD as retrieval model were used in 

KECIR-CS-CS-01, the result isn’t the best, it is show 

that MMD retrieval model depended on query terms

seriously, the tiny change of the query terms’ number 

will due to the obvious difference of retrieve result. 

The precision and the best number of the expansion 

terms should be studied in future. 

(4) The disadvantage of Statistical Language 

Modeling. 

Statistical Language Modeling (SLM) has got very 

good results in many experiments, it supposes that all 

the query terms are unattached, the similar degree of 

the query between a document is determined by the 

frequency of each query term arises in a document. 

We made an experiment in question 

“ACLIA2-CS-0001 76

(Who is the best actor in the 76th Oscar? )”,

Table 8 is some information about the top 5 

documents which were retrieved by SLM.

In Table 8, XIN_CMN_20040228.0059 and 

XIN_CMN_20040301.0023 contain answers, we can 

find that XIN_CMN_20040127.0190,

XIN_CMN_20040301.0082 and

XIN_CMN_20040301.0064 don’t have the answer of 

ACLIA2-CS-0001, but the compositors of them are 

before XIN_CMN_20040301.0023’, in fact, the 

frequency of query terms isn’t the only factor to 

evaluate the probability of a document contains 

answers. If we can use the relations among query 

terms, the retrieval results may be better. MMD takes 

into account the factor of distance among query terms

in a document, we think the distance is shorter; the 

document is more similar to the query.  

7. Conclusion and future work  
  It’s our second time to participate information 

retrieval task at NTCIR. It is obvious that the 

traditional retrieve models are not fully suitable for 

the IR4QA test; they are still the most straightforward 

scheme to deal with the problem. 

Our experiments focus on the query expansion 

method and similarity calculation to improve the IR 

system performance and whole QA system 

performance. The essential goal is finding a suitable 

retrieval approach for QA. A density-proportional 

based pseudo relevance feedback method was used for 

query expansion. Minimal Mean Distance calculating 

method was employed in retrieval model. In our 

Sequence number

of document

The frequencies of query 

terms arise in a document

76

XIN_CMN_20040228.0059 3 17 17 8

XIN_CMN_20040127.0190 1 6 21 7

XIN_CMN_20040301.0082 2 7 9 1

XIN_CMN_20040301.0064 1 1 13 4

XIN_CMN_20040301.0023 1 3 2 2

Table8. The frequency of query terms 



Proceedings of NTCIR-8 Workshop Meeting, June 15–18, 2010, Tokyo, Japan

― 113 ―

experiments, the two methods have got better results 

than traditional retrieve models separately. But when 

joined them together, we didn’t get the expectable 

results. 

In future, we will keep on studying the method of 

query expansion to solve the problem of choosing 

suitable query length by type, and how to computer 

the similarity of query and a document by joining 

query expansion and MMD method. 
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