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4. ldentifying Opinion Holders/Targets with

In this paper, we describe our participating system, which is based on Dependency Parsmg

supgrvised approaches and dependency parsing, for opinion analysis on 4.1 Sentence Preprocessing for better parsing (SP)
traditional Chinese texts at NTCIR-8: * Named entities were first recognized with a large dictionary

1) For Opinionated Semen(_:e recognition, the Super_Vised lexicon-based » Parentheses enclosing only English words/numbers are removed from sentences
approach, SVM and Maximum Entropy are combined together. Holder Gandidae Generaion
. I . . 4.2 Opinion Holder Identification ‘we»mmuw
2) For polarity classification, we use only the supervised lexicon-based P i )
approach a)Holder Candidate Generation | .
. .  Subject of Reporting Verb
3) on the basis of dependency parsing, + Heuristic Rules (HR)
a) identify opinion holders by means of reporting verbs and b) Candidate E ion (EP
b) identify opinion targets by considering both opinion holders and ) Can ! at.e Xpansion (EP)
opinion-bearing words. « Attributive modifier:
T " . eqg. Y A2 (RS i ; i
The results show that among all the teams participating in the traditional ©.8. FBIR M (Russi
Chinese task, our system achieve: * Quantifier modifier and 7/ (andor)

1)the highest F-measure on the opinionated sentence recognition task, * e.g. BRI Py £l TR (Suharto and two other army generals)
2)the second highest F-measure on the identification of both opinion 4.3 Opinion Target Identification with Opinion Holder and Opinion-
holders and targets, bearing Words
3)the middle ranking for opinion polarity classification. a) Target Candidate Generation (Heuristic Rules, HR)
« Subject in the embedded clause if holder is identified by a reporting verb
2. LingUiStiC AnaIySiS Of Opinions « the subject of the object (verb) of the reporting verb or find (after the
reporting verb) the subject whose parent is an opinion-bearing word
2.1 Subjectivity and Polarity * Subject/object of the whole sentence if no holder is found
* Reporting verbs » Remove a target candidate if it is in the holder candidates (called holder
+ Sentiment-bearing items conflict, HC)
* Adverb clues b) Target Candidate Expansion (EP)

+ Negation marker

+ Discourse marker
2.2 Opinion Holder & Target 5. Results

Opinion holders/targets are more diverse in news texts than in product reviews: [ Supervised Lexicon-based method Combination of SVM, MaxEnt,
+ Holders could be any named entities and noun phrases; ﬁ‘ Supervised Lexicon-based method
« Targets are more abstract, could be noun phrases, verb phrases or even Group | o1 Opihionated | Polarity
clauses. D P R F L # R F
2.3 Dependency Parsing and Opinion Holders / Targets CcTL L 65.14 89 | 6692 )" 765 | 5306 | 6266
CityUHK | 2 56.39 85,7 4414 | 385 | 4113
a) B R PSR R IR EIBRR AR RV IR T - CityUHK | 1 50.92 | 9198 W 6555 4517 | 41.93 | 4349
CityUHK | 3 50.92 01.98 N65554 4517 | 41.93 | 43.49
/—f‘"’ = WIA 1 5341 | 8368 | 652 | 5068 | 4114 | 4541
Reporting Senimentbearing WIA 2 53.41 83.68 65.2 50.66 | 40.45 | 44.98
Verb | —vo Word KLELAB 3 4451 87.92 | 59.1
- ATT— i ) KLELAB 1 41.98 94.94 58.22
' 4 / V. ‘;?T\f“\s/ ) \/ N\ i KLELAB | 2 4198 | 94.94 | 5822
’ 2% OB % = % #\m 7% . g NTU 2 41.85 9222 | 5757 | 4435 | 4119 | 42.71
| 3 NTU 1 41.41 93.82 | 57.46 | 4557 | 42.83 | 44.16
cyut 1 42.71 87.74 | 5745 | 4049 | 356 | 37.89
cyut 2 41.13 8241 | 5487 | 31.26 | 2595 | 28.36
ahat “‘df‘rzg; S?Stwa'd expansionivas “towards ‘he UNINE 1 52.37 4847 | 50.34 | 4701 | 2327 | 3113
: cyut 3 47.55 4399 | 457 | 36.68 | 16.19 | 22.46
3. Subjectivity and Polarity Classification GroupID | Run Holder Target
CTL 1 84.9 54.4
A CityUHK 2 72.1 485
Motivation: make full use of CityUHK 1 . 5o
1) the manual labeled lexicons CityUHK 3 681 233
2) annotated corpora WIA 1 62.1 28.3
WIA 2 60.5 24.6
KLELAB 1 29.6
Supervised lexicon- KLELAB 2 26.2
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- 6. Conclusion
Maximum Entropy -

Final s "
The system ranked on the traditional Chinese task
(MaxEnt) Results + No. 1 for opinionated sentence recognition,
Support Vector + No. 2 for identification of both opinion holders and targets,

+ the middle position for polarity classification.
The result show that

1)the combination of supervised lexicon-based approach and machine learning

— - techni ly, SVM and Maxi Ent is effective f inionated sent
1. sample and test data for NTCIR-6 & NTCIR-7 (traditional Chinese) rzgogﬂ:iz.(namey and Maximum Entropy) is effective for opinionated sentence

2. sample data for NTCIR-8 MOAT (traditional Chinese) 2)the dependency parsing-based approach on opinion holder and target identification is
effective.

Machines (SVM)




