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Overview

• For GeoTime Berkeley participated all of
the tasks, both English and Japanese
Monolingual and Cross-Language tracks

• We used a number of retrieval methods for
different runs, including
– Logistic Regression with Blind Feedback
– Logistic Regression without Feedback
– Okapi BM-25 without feedback
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Logistic Regression Ranking
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TREC2 Algorithm
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Blind Feedback

• Term selection from top-ranked
documents is based on the classic
Robertson/Sparck Jones probabilistic
model:

Document Relevance

Document
indexing
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Blind Feedback

• Top x new terms taken from top y documents
– For each term in the top y assumed relevant set…

– Terms are ranked by termwt and the top x selected
for inclusion in the query
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Okapi BM25

• Where:
• Q is a query containing terms T
• K is k1((1-b) + b.dl/avdl)
• k1, b and k3 are parameters , usually  1.2, 0.75 and 7-1000
• tf  is the frequency of the term in a specific document
• qtf  is the frequency of the term in a topic from which Q was

derived
• dl and avdl are the document length and the average

document length measured in some convenient unit
• w(1) is the Robertson-Sparck Jones weight:
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GeoTime Submitted Runs

Probabilistic retrieval based on logistic regression with blind feedback using
DESCRIPTION only text from JA topics after Google Translate to EN topics.

0.560.390.38JA > ENBRKLY-JA-EN-
02-D

Probabilistic retrieval based on logistic regression with blind feedback using
DESCRIPTION and NARRATIVE text from JA topics after Google Translate to EN
topics.

0.620.430.42JA > ENBRKLY-JA-EN-
01-DN

Probabilistic retrieval based on logistic regression using QUESTION text only.0.540.320.3JABRKLY-JA-JA-05-
T

Probabilistic retrieval based on logistic regression using both QUESTION and
NARRATIVE text.

0.580.340.32JABRKLY-JA-JA-04-
DN

Probabilistic retrieval based on OKAPI weighting on QUESTION and NARRATIVE text.0.310.160.16JABRKLY-JA-JA-03-
DN

Probabilistic retrieval based on logistic regression with blind feedback on QUESTION
text only.

0.630.430.41JABRKLY-JA-JA-02-
T

Probabilistic retrieval based on logistic regression with blind feedback on QUESTION
and NARRATIVE text.

0.650.450.43JABRKLY-JA-JA-01-
DN

Probabilistic retrieval based on logistic regression with blind feedback using QUESTION
text only. EN->JA translation with GOOGLE Translate

0.540.360.35EN > JABRKLY-EN-JA-
02-T

Probabilistic retrieval based on logistic regression with blind feedback using QUESTION
and NARRATIVE text. EN->JA translation with GOOGLE Translate

0.590.380.36EN > JABRKLY-EN-JA-
01-DN

Probabilistic retrieval based on logistic regression using DESCRIPTION and
NARRATIVE text from topics.

0.580.360.34ENBRKLY-EN-EN-
04-DN

Probabilistic retrieval based on logistic regression with blind feedback using
DESCRIPTION only text from topics.

0.560.380.36ENBRKLY-EN-EN-
03-D

Probabilistic retrieval based on logistic regression with blind feedback using
DESCRIPTION and NARRATIVE text from topics.

0.610.420.4ENBRKLY-EN-EN-
02-DN
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