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ABSTRACT 
This paper presents our work in NTCIR-8 workshop of 
Multilingual Opinion Analysis Task (MOAT). We describe a 
feature-based system that is designed to detect the opinion 
sentence or not. The system utilizes various features: headlines in 
newspapers, Japanese sentence patterns, dependency pairs, 
numeral features and some related to newspapers opinionated 
words. The experiments show that our feature-based system is 
feasible and effective. 

Categories and Subject Descriptors 
H.3.1 [Information Storage and Retrieval]: linguistic processing 

General Terms 
Experimentation 

Keywords 
Multilingual Opinion Analysis Task (MOAT), Opinionated 
Sentence Detection, Japanese Newspapers Features 

1. INTRODUCTION 
In recent years, more and more websites add information in the 

form of opinions. Users can now post reviews of products at e-
commerce sites and express their views on almost anything in 
Internet forums, discussion groups, and blogs. By extracting and 
analyzing them, we are able to know public opinions or personal 
opinions about specific products. 

In order to solve these problems, the sentiment analysis has 
become a very important research field recently. The sentiment 
analysis uses the theories and techniques, such as artificial 
intelligence, text mining, natural language processing and 
information retrieval. However, the opinionated sentence 
detection is one of the major tasks in sentiment analysis. 

NTCIR-8 Multilingual Opinion Analysis Task (MOAT) [1] is 
also focused on the subjectivity and sentiment analysis in 
newspaper article with various subtasks based on the past NTCIR 
workshop [2, 3]. In this year, the organizers defined a new subtask: 
cross-lingual subtask to evaluate answer opinion extraction 
accuracy in the languages different from the question. 

As the first year we participated, we decided to join the opinion 
judgment subtask: which required a binary classification of 
sentences for subjectivity, determining whether the sentence 
contains opinions or not. Our system takes the form of a general 
feature-based opinion detection system. The system utilizes 

various features: headlines in newspapers, Japanese sentence 
patterns, dependency pairs, numeral features and some related to 
newspapers opinionated words. 

In this paper, we describe and evaluate a feature-based system. 
In Section 2, we discuss the Japanese newspapers features. 
Section 3 exposes our approach to detect the opinion sentences. 
Section 4 presents evaluation result of our approach, based on 
these features of Japanese newspapers. Finally, the conclusions 
are given in Section 5. 

2. DATASET ANALYSIS 
We analyzed NTCIR7 and NTCIR8 sample data (contains 

1,601 sentences in total and 499 opinion sentences) to find useful 
features for opinion judgment subtask. We founded these features            
as follow. 

2.1 Headline 
The headlines or titles are usually brief and sometimes 

sentence-final expressions will be omitted, for example, “
 (United States denied the causal relationship)” 

and “  (Nations have expressed condemnation 
of terrorist acts)”. Therefore, we used some special structures and 
opinion words for opinion detection in headlines. First, we 
defined these headlines or titles by using following symbols: “

” and the rate of opinion sentences 
was about 20 percent. Then, we analyzed these headlines only 
opinionated and summarized as follow. 

1. A person says something in the headline 
−−

 
( Australians are also targets−−Akihisa Matsuno (A 
professor of Osaka University of Foreign Studies / research 
Indonesia's Affairs)) 

2. Opinion words in the headline 

 
( Medically explain the relationship between the depleted 
uranium ammunition used in Gulf War and the Gulf War 
syndrome is still difficult.) 

In the sample 2, where “  (difficult)  is the opinion word. 

2.2 Sentence Patterns 
The Japanese sentence pattern is the sentence structure in 

Japanese that includes word order (Japanese is SOV structure), 
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tense and expletive. By understanding the Japanese sentence 
patterns, reader can rapidly understand what the content that 
author intended to convey is. Since Japanese newspaper is a 
formal article, the sentence structure is more regular and complete 
than a normal article, using the sentence pattern can easily achieve 
our goal. We analyzed the sample data provided by organizer and 
observed that some sentence patterns were frequently used in 
opinion sentences. For example: 

1. Sentence pattern appears within a sentence 
�  

 
(The Italian Ministry of Defense denied that this soldier's 
death related to the uranium ammunition.) 

2. Sentence pattern appears in the end of a sentence 
�  

 
(Its contribute to both treatment of Parkinson's disease and 
organ transplant.) 

�  
 

(The U.S. military should make public all information.) 

2.3 Keywords 
We first examined the frequency of each word in opinion 

sentences and non-opinion sentences, and then selected a word 
list for opinion detection. For counting the frequency of each 
word, we used the Japanese morphological tool, MeCab [4]. Since 
the word list may not contain all of the words relevant to the 
opinion judgment subtask, we expanded our word list manually by 
using Japanese WordNet [5]. Table 1 shows the size of word list 
with POS type after expanded. 

 
Table 1: The size of word list with POS type after expanded 

POS Type Size 

Adjective 40 
adjectival verb (na-adjective) 69 
verbal noun (sahen-noun) 48 
Noun 45 
Verb 25 
Adverb 16 
Conjunction 9 
Other 20 

Total 272 

 
2.4 Dependency pairs 

In the past NTCIR workshop, many groups used dependency 
pair or syntactic pair for opinion detection [6, 7]. We also applied 
this method for opinion judgment subtask. First, the opinion 
sentences were analyzed by the Japanese dependency parser 
CaboCha [8] that output a dependency tree. Then, we extracted all 
dependency pairs and the dependency distance was set to 1. We 
defined these dependency pairs as following four types: 

1. “ ” 
 

(advocate the division) 

 
(stress the importance) 

2. “ ” 
 

(appeal to Washington Federal Court) 

 
(had request to the district court) 

3. “ ” 
 

(implies that somebody hope) 

 
(against that something is the same) 

4. “ ” or “ ” 
 

(prime minister concerned that) 

 
(the Microsoft said) 

The dependency pair consists of the source element and the 
sink element. We can see from the above examples, source 
element is the named entity (person, organization, etc.) or noun 
type semantic primitive. However, we only focused on the sink 
element and prepared a verbal noun (sahen-noun) list for sink 
element matching. 

2.5 Statistics and Date 
We also observed that the non-opinion sentences tend to have 

numbers by analyzed the sample data. These numbers could 
present a statistics data, period or specific time, we summarized 
these sentences as follow: 

1. Sentence contains a statistics data 

 
(According to the travel agency for Japanese in island of Bali 
said: "There were about 30 million Japanese tourists travel in 
island of Bali every year, which more than 60 percent were 
female.") 

2. Sentence contains a period of time 

 
(Japan also confirmed that the U.S. forces in Japan launch 
1520 depleted uranium ammunition in error during the 
Okinotorishima military exercise in December 1995 to 
January 1996.) 

3. Sentence contains a specific time 
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(Oct. 12 the year before last, terrorist bombing in island of 
Bali, including the Japanese couples a total of more than 200 

foreign tourists killed and more than 300 casualties.) 

 

 
Figure 1: Overall system architecture

3. SYSTEM OVERVIEW 
In this section, we will describe our system for opinionated 

sentence detection. Our system contains two parts: 1) generate the 
features for opinion detection, 2) detect the opinion sentences. 
Figure 1 shows our system architecture. 

3.1 Dataset for training 
We selected NTCIR6 OAT, NTCIR7 MOAT corpus and 

sample data as dataset for training. Table 2 shows the number of 
opinion / non-opinion sentences in the training dataset. 
 

Table 2: The number of opinion / non-opinion sentences in the 
training dataset 

 Opinion Non-opinion 

NTCIR6 OAT 3,026 6,682 
NTCIR7 MOAT 1,562 4,323 
NTCIR7&8 Sample 499 1,102 

Total 5,087 12,107 

 
3.2 Opinion score 

Based on the dataset described in Section 3.1, we determined 
the features in the feature sets (described in Section 2) that was 
useful for opinion detection or not. These feature sets consist of a 
list of patterns or words and we were calculating the score for 
each item by following equation: 

)()(
)()(

)(
ii

ii
i itemOnitemOp

itemOnitemOpitemscore
�
�

�  

where itemi is a list item, score(itemi) is opinion score of itemi, 
Op(itemi) is frequency of itemi appeared in opinion sentences, and 
On(itemi) is frequency of itemi appeared in non-opinion sentences. 
Finally, we constructed four dictionaries that included opinion 
score for sentence patterns, keywords, dependency pairs, and 
numeral features. 

3.3 Opinion detection 
In this section, we describe how our system works to detect the 

opinion sentence. In the first step, the system extracts headlines 
and determines whether is an opinion sentence or not based on 
Section 2.1. For other non-headline sentences, the second step, 
the sentence will be analyzed by the Japanese dependency parser 
CaboCha for dependency analysis. The third step, the system 
looks up the features in the dictionaries described in Section 3.2 
and sums up the score of each feature appeared in a sentence. 
Final step, if the score calculated by third step is greater than 0, 
the systems determines this sentence as opinion. 

4. EVALUATION RESULT 
This section shows the experiments to examine features, and 

results of the formal run. 

4.1 Formal Run 
We finally submitted three runs as the formal run. The 

following briefly summarizes the features of the submitted three 
runs for the opinion judgment subtask. 
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Run1 Using all features and training without the sample data 
as our method 

Run2 Delete the headline features and training without the 
sample data 

Run3 Using all features and all training dataset as our method 
The evaluation results are presented in Table 3. Seen from the 

table, we find that our recall rate is relatively lower than precision. 
 

Table 3: Opinion detection results 

 Precision Recall F-measure 

Run1 67.30 49.86 57.28 

Run2 67.74 47.65 55.95 

Run3 67.86 51.53 58.58 

 
In Section 3.2, we have determined the features in the feature 

sets. Since these feature sets are different, we could probably use 
weighting value to tuning these feature sets. We fixed some bugs 
of our system and did the following experiment to confirm the 
effects of each feature sets. 

4.2 Effects of feature sets for opinion 
judgment subtask 

To confirm the effects of each feature sets described in Section 
2 for the opinion judgment subtask, we using the formal run data. 
Training data is the same of Section 3.1 and the formal run data is 
used for the test. 

According to the results of formal run, we have confirmed that 
the headline features are effective. We made comparison between 
a result of using all feature sets and results of deleting one feature 
set (feature set 2.2, 2.3, 2.4, and 2.5). Table 4 shows deleted 
feature sets, each result and difference of F-measure. Larger 
difference means more effective feature sets. 

Table 4 shows feature set 2.5 improve precision but didn’t 
improve recall and F-measure. We concluded that the lower recall 
scores cause the F-measure fell. In some opinion sentences, these 
numeral features appear more times than other features and our 
system output these sentences as non-opinion sentences. 
 

Table 4: Feature set evaluation in the opinion judgment subtask 

Deleted feature P R F Diff 

None 68.52 51.28 58.66 

Feature set 2.2 67.81 37.04 47.91 10.75 

Feature set 2.3 73.26 38.61 50.57 8.09 

Feature set 2.4 68.37 47.91 56.34 2.32 

Feature set 2.5 66.54 53.86 59.53 -0.87 

5. CONCLUSION 
We developed an opinion detection system for Japanese 

newspapers at NTCIR-8 MOAT task. In the formal run, the 
opinion detection subtask attained precision 67.86, recall 51.53, 
F-measure 58.58. 

Despite the simple approach of our system in using some 
linguistic features into the system of analyzing opinions in 
newspaper articles. Overall, it has achieved high performance in 
opinionated sentence detection task. 
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