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Polarity Judgment

Architecture and Workflow

INPUT: @ [ TestData | Pre-processing In addition to the features used in Opinionatedness Judgment,
NTCIR MOAT Task formal run data | Topics we Incorporate features of s-VSM (Sentiment Vector Space Mo-
* STNOfiles oeie | _ [Documents del) to enhance the performance of polarity judgment.
. : odeling ]
OTNO flleS. | | || Sentences f. | Number of sentiment units satisfying ...

* tOpIC descnptlons [ Topic Models ] \// f, | frsw >0, fNsw =fNEG =fmoD =0
©ofawtedts ) ccovancel | [ Topmcrmedl | f, | fpsw =0, fusw >0, fNEG = fmoD =0
Output Relevancejudgment= Judgment Judgment f3| frsw >0, tnsw =0, fNEG >0, fMoD =0

Utput. f,| frsw =0, fnsw >0, fNEG >0, fvob =0

: fA l Result-1 * 4 ’ ! !
File-1: Containing results of relevance mesult2 f- | frsw >0, fnsw =0, fneG =0, fmob >0
judgment and opinionated judgment. |/F”e-1 ‘ | f. | fpsw =0, fnsw >0, fnec =0, fmop >0
File-2: Containing results of polarity and T —{ opintonated } f; | fesw >0, fnsw =0, fnes >0, fvop >0
holder&target information for each opin- J fg| frsw =0, fnsw >0, fNeG >0, fmob >0

Holder & Target
Recognition

lonated sentence.

We select all neutral sentences and use PrefixSpan to mine use-
ful patterns while maintaining the sequence of words.

|/File-2 T _
Opinion Analysis

A Refined Opinion Lexicon

Holder&Target Recognition

Both a dependency parser and a semantic role labeling (SRL)
tool are incorporated in WIA-Opinmine. The meanings of AO's,

Type Lexicons Al's are different from one verb to another. In most conditions,
Positive sentiment words AOQ represents the subject of a verb and Al represents the
Sentiment Words Negative sentiment words ob .| ect
Contextual sentiment words |
Degree Adverbs Degree adverbs K—Hﬁféﬂ m
Coordinating conjunctions Root R:: s 5
Conjunctions Subordinating Conjunctions
Correlative Conjunctions AD =3y A4

Opinion indicators
Opinion operators
Negations

Other Words

A ranking method was proposed by using topic model and the
position information. (a,, a,, a,) IS estimated using linear regres-
sion with ordinary least square (OLS) method on training data.

Relevance Judgment
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A topic model based algorithm is proposed for relevance senten- score(A) =a, - A -a, - log A -a, - Iogﬁ
ce judgment. 60% top ranked sentences of each topic are output |A[l{[m] ap VP
as relevant sentences.
q = term, OR term, OR ...... OR term, Results and Future work
w, =tf. -cv. The NTCIRS8 evaluation results show that our system could effec-
—_— tively_ r_ecognize rele_van_c_e sent_ences, opinionated s_e_ntences_and
oV, — L Z (tf. 1 —avg, )? 1 polarities on both Simplified Chinese (SC) and Traditional Chine-
avg, \ S 4 se (TC). But the performance of holder&target recognition is not
M satisfying. (Note that the performance of opinionated sentence
im(S.,M) = HS‘HHM H judgment between TC and SC are very different)
- - Evaluation TC SC _ SC
Original O”g'”i‘y.cc?eff'c'e”t of ST eoas | oaon || Evaluation Holder | Target
artation Relevance g 58.74 59.17 Holderand | P | 85. 36.9
Judgment ' '
0, B, BV, SRAT, S0, | BT, B S0, SR, 4 - | 7092 | 7385 Target | R | 768 | 339
I, e, BT, W, i, % | THE, SRAT, B, 5%, A, Opinionated | P £3 30 9.2 Recognition | F | 80.9 34.9
A, 1E1 LF, THE, 5t %«/F" Eg,jj ?%% ﬁTj\ %/:’ £, Sentence R 83.68 95.9
22, %Ui A, %@ 77, T i, W, HIEl, JAT Judgment | £ 10 2377 | | evatuation TC
Polarit - 2055 2012 Holder and | Strict ngldle r T;I;g;t
Opinionatedness Judgment judgment |_R_|ALAL | 4657 || e | |
e . . _ = 45.38 48.56 Recognition Lentent| 51.3 23.3
A SVM classifier Is trained based on following features:
* Punctuation level features The future work will be focused on two directions:
» \Word-Level and entity-level features * Introducing discourse information in opinionated and polarity
* Bi-gram features judgment such as sentence-level, paragraph-level and
All features are combined using a RBF kernel and a SVM classifier is trained document-level features
leading to get a recall of over 80% with tolerable F-score on development set. * Boosting the performance of holder and target recognition.




