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ABSTRACT

This paper introduces an overview of the RITE (Recognizing
Inference in TExt) task in NTCIR-9. We evaluate systems that
automatically  recognize  entailment, paraphrase, and
contradiction between two texts written in Japanese, Smplified
Chinese, or Traditional Chinese. The task consists of four
subtasks: Binary classification of entailment (BC); Multi-class
classification including paraphrase and contradiction (MC); and
two extrinsic application-oriented datasets: Entrance Exam and
RITE4QA. This paper also describes how we built the test
collection, evaluation metrics, and evaluation results of the
submitted runs.

Keywords: test collections, entailment, contradiction, paraphrase,
evaluation

1. INTRODUCTION

We organized the NTCIR-9 RITE (Recognizing Inferenia
TExt) task which evaluates systems that recognizailenent,
paraphrase and contradiction relations betweervengiext pair.
The problem, often called Recognizing Textual Brtant (RTE),
can be positioned as a basic research rather thgied one. In
the past, NTCIR has been focusing on applied pnablehere a
system can directly help end users to achieve tainegoal in an
Information Access (IA) task. Nevertheless, we ps#al this task
because we thought making an advancement in tektfembnce
research can greatly benefit us since the probdegemeric across
various Information Access applications, e.g. Qoasfnswering
(QA; between question and answer-bearing sentefidg],
Information Retrieval [3][4] (IR; for query expawsi and
exhaustive high-recall retrieval), Information Eadtion (for
increasing a chance of matching a vocabulary irateem) [5],
Text Summarization (for measuring the meaning reduagy
among summary candidates) [6][7], Intelligent Tutgr[8] for
checking whether a student’s answer can entaileaemece answer,
and automatic evaluation for Machine Translatioh d8d Text
Summarization [10] (for improving meaning similgrinodel or
expanding human references).

Recognizing Textual Entailment is a very activeeegsh field in
European language communities. PASCAL/TAC RTE hesnb
conducting a series of shared task
[11][12][13][14][15] for 2-way or 3-way entailmentelation
classification tasks, as well as EVALITA/IRTE [16)r Italian
language. As one direction, the task evolves immssz/multi-
lingual entailment [17][18][19]. When it comes to siAn
languages, for example in Japanese, there has jpesious
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studies on textual entailment [20][21][22][23] ugiim-house data.
Odani et al [24] built and released an entailmewvdliation
dataset created by hand considering a balance ngiuifitic
phenomena. The NTCIR-9 RITE task is the first lasgale open
evaluation effort for Japanese (JA), Simplified i@&fse (CS) and
Traditional Chinese (CT). A system has to procesy |texts
which are extracted from actual texts with minimpost-edits,
making the task very challenging. For Chinese lagegy there
may be less resources and tools available as cedhpardapanese,
which results in adding even more challenges. kleoito help
reduce participants’ effort in non-research paws, provided a
framework software called RITE SDkwith which one can easily
builld2 a participating system and evaluate runs angesource
poof .

The RITE task consists of four subtasks: BC, MCir&rce Exam
and RITE4QA (see Figure 1 for a quick comparisonorgn
subtasks). In the BC (Binary Class) subtask, gzgrair of texts
(t1, to), a system automatically identifiestifentails t, or not. The
premiset; entails the hypothesis if a human reading, would
infer thatt, is most likely true [12]. Note that logical entagnt
and textual entailment are slightly different. Texine needs to
handle in Information Access applications are alnabsays with
vagueness rather than with clear logicality. Thmsst likely is an
important key word to allow us to work on real vebtéxts. Also,
keep in mind that we assume a human can utilize noam
understanding of language and common backgrounavikdge
when inferring meaning in texts [15].

In the MC (Multi Class) subtask, a system has toogeize
entailment direction (forward, reverse and bidieal), as well
as contradiction and none of the above. The RIBE i the first
of a kind to include entailment direction recogmiti and
contradiction into one evaluation challenge.

The Entrance Exam and RITE4QA subtasks are sitaléne BC
and MC, however, their dataset has natural digighbu of
linguistic phenomena as they are created from iagisteal task
oriented data, namely, past Japanese National Cdwest for
University Admissions and Factoid Question Answerifatasets,
respectively. There are previous works that reléatual
entailment with reading comprehension [11][25].

“http://code. googl e. conf p/ rite-sdk
http://artigas.|ti.cs.cnu.edu/rite/Resources



Figure 1. Overview of NTCIR-9 RITE.
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We built development and formal run dataset consisting of
several hundreds of input text pairs with gold standard labels.

Table 1. Pairs in the BC dataset.

Y N Total
JA (dev) 250| 250 500
JA (test) 250| 250 500
CS (dev) 265| 142 407
CS (test) 263| 144 407
CT (dev) 266| 155 421
CT (test) 450| 450 900

Table 3. Pairs in the Entrance Exam dataset.

Y N Total
JA (dev) 204| 295 499
JA (test) 181] 261 442

Unlike these works, Entrance Exam subtask covede wange
subjects including Domestic and World History, Bcd,
Economy, and Modern Society. The RITE4QA subtaskspired
by a series of Answer Validation tasks at CLEF [28][28].
Ours is unique in a sense that we evaluate usingala@QA
evaluation metrics to make the outcome comparableQA
systems.

As a first attempt in NTCIR, the goal of RITE is establish the
baseline for this new evaluation challenge. We asm to
contribute in continuing growth of the related gesh domain. To
this end, we will present some efforts includingaerce pool,
ablation study, and a discussion on what left talbee to make
advancement in the community.

2. TASK OVERVIEW

We constructed datasets consisting of hundredsitmdléd pairs
for each subtask, which numbers are summarizetiantable 1
through Table 4 above. In the rest of this sectiomwill describe
how we built these datasets.

Table 2. Pairs in the MC dataset.

FIR[BJ]C]J I [ Total
JA(dev) | 110] 110] 75| 80] 65 440
JA (test) | 110] 110] 75| 80| 65 440
CS (dev) 92| 85| 88| 72| 70 407
CS(test) | 101] 91| 71| 74| 70 407
CT (dev) 87| 97| 82| 74| 81 421
CT (test) | 180] 180] 180] 180| 180 900

Table 4. Pairs in the RITE4QA dataset.

Y N Total
JA (test) 106| 858 964
CS (test) 130] 552 682
CT (test) 130| 552 682
2.1 BC Subtask

As described in the previous section, the binaags! (BC)
subtask is about analyzing text pairs and assighingry labels
on the pairs. For instance, Figure 1 shows an elampere a
system needs to infer that someone winning a Nébie in
Literature means that the same person is a writer.

The RITE datasets were created in the following .vwiyst, the
RITE organizers proposed a small setsafiple dataset on an
online collaborative spreadsheet, and presentedm thie
participants. Then, participants either posted sdeeelbacks to
organizers, or even put additional samples with reemts, if any.
The sample data created through this hands-on isgewas a
very useful material to be discussed among the RIG@Emunity.
The BC dataset for system development and formal{ereafter
called dev and test respectively) have been created using this
sample as a reference.

For building the Japanese dev and test datasetst s#n college
students (belonging to different undergrad/gradpatgram with
different majors) were hired as annotators. Thetyaity studied
general trends from the sample data, and thenctetlepairs from
a newswire corpus (Mainichi newspaper 2002-200% wii0k



articles) and assigned labels following a minimuridgliné. The
guideline contains a brief introduction of the tasteps to use the
online spreadsheet and corpus search’tamd some tips and
common mistakes. In order to cover a wide rang®pits in the
dataset, we recommended the students to visitahdom page
redirection URL in Wikipedid, and to try using terms in the
randomly chosen page as query terms to retrievardents in the
corpus. The students collected a sentence or @ssefrisentences,
and asked to do post-edits only when needed (elying
coreference with another sentence, fixing partjclesmoving
information fromt, that are not inferable from when creating a
positive example, etc). They were also told to dedentences so
that simple surface term overlap does not result ior N label
easily. Four students were then independently askezhnotate
additional labels just by looking at the text paive discarded
pairs where less than three agreed on the samk ksba result,
we obtained 1000 pairs where the inter-annotataeeagent
measured in Fleiss' Kappa among the four was 0f82ally, we
randomly split the dataset into dev and test, widare of the
balanced label distribution.

Due to limited resources and time constraints, Thaditional

Chinese dev data was mostly created from the NTCIRELQA

[29] dataset based on the gold standard answer etaigof

complex questions. The idea is to create entailrpains that may
be useful for answering complex questions. Thereew&l37
answer nuggets from 100 NTCIR-7 CCLQA complex goest

For each answer nugget, we asked the annotatoeaxts for
similar sentences by sending queries to a web ls@argine with
proper keywords based on the content of the answeget.

These similar sentences were collected, tidiedtHére were
improper words, sentence structures, or other hasel then
paired with their source answer nuggets and catagbinto the
five different entailment labels (We shared thepaith the MC
subtask. The details about this subtask are availabthe next
subsection). The meaning of some collected serdeaseavell as
the answer nuggets may be modified to create @i if the
annotator thought it has interesting entailmenti@ssthat are
worth exploring. Three annotators were involvethia creation of
Traditional Chinese development set. Each pair eraated by
one of the annotators and reviewed by all of thienthe end, 421
out of 485 created pairs were agreed by the thmeetators and

remained and were revised, owing to the replicabibthe articles
in the document collection. After the voting stad&3 of them
were agreed by all the annotators.

In order to make a label-balanced CT-MC test &0, dairs were
randomly selected from each set of pairs labeletFasB’ and
‘I'. The two classes, R and C, with insufficientmier of pairs
were expanded by the following method: some unsedeE-pairs
(pairs labeled as ‘F’) were randomly selected amapped into R-
pairs; more unselected F- and B-pairs labeled wefected and
revised into contradictions. The steps were regeatgtil both
classes contained 180 pairs, respectively. In itk we have 900
MC pairs in the test set with 180 pairs in eaclsslaThe pairs in
the first part (ID=422~1092) came from the CCLQAtadand
those in the second part (ID=1093~1321) came froenGLIR
data.

The CT-BC test set was converted from the CT-MC des Pair
IDs were re-assigned since the ID of MC-subtaskssfeom 422
and the ID of BC-subtask from 1. Many pairs werejsped so
thatt, is longer thar,. Note that in such a case, those swapped F-
pairs became R-pairs and the swapped R-pairs beEapaers.
Moreover, some of the un-swapped R-pairs were nahdo
swapped into F-pairs in order to make the testbswry-label-
balanced, despite the length requirement. All ‘R @B’ labels
were then converted into ‘Y’, while ‘R’, ‘C’, andl’'‘ were
converted into ‘N’ pairs. In the end, we have 90D Bairs in the
test set with 450 pairs in each class. Similatthg first group
(ID=1~671) was created from the CCLQA data and sbeond
group (ID=672~900) was created from the CLIR data.

The Simplified Chinese dev data contains 407 paitsch
includes samples by the organizers (ID=1~5), sasnjie the
participants (ID=6~8), data by annotators (ID=9~5)d those
transliterated from CT (ID=51~407 where 3 removed Iabel
disagreements). Most sentence pairs in the Siraglihinese test
were created by manually transliterating the CT tiega. Others
were created by the annotators. For both the devata the test
data, pairs were selected so that all the annstatgreed on the
same label. That is, pairs without agreement wegadded.

Evaluation is done based on the label classifinatiocuracy, or
the ratio of correctly returned labels. Using therson bracket

became the development set for both CT-BC and CT-MC hotation, the accuracy can be formalized as follows

subtasks.

The Traditional Chinese test dataset was created ftwo
different sources. The first source was the answggets from
NTCIR-8 CCLQA [30]. The way we used to create pé&iosn this

1
#pairs
This metric is reported for all the subtasks.

Accuracy= Z [outputlabelis correc] :

source was the same as the way we used to create th2.2 MC Subtask

development set from the NTCIR-7 data. 677 pairseevezeated
by this way.

The second source was relevant documents retrievéue past
NTCIR CLIR tasks. Passages were two consecutiveises
separated by punctuation marks suggesting an ead@fitence or
a clause. Top similar passage pairs (each passdggtesl from
different documents) were collected, and then theye filtered
or revised by an annotator to make it more releaantinferential.
Each pair was labeled in MC classes by three atorsteOnly the
pairs agreed by all the annotators could be se&léntéhe test set.
Among the top 2200 similar passage pairs, only T@frs

s http://artigas.lti.cs.cmu. edu/rite/Annot ator _nanual
4 http://code. googl e. coni p/ sepi a/
5 http://ja.w ki pedi a. or g/ wi ki / Speci al : Randonpage

The multi-class classification (MC) subtask is eliéint from the
other three in a sense that a system needs tdfglaspair into

one of five categories considering entailment dioec paraphrase
and contradiction. The output labels in the MC asks$ are the
following:

e F: forward entailmentt{ entailst, AND t, does not entat}).
« R: reverse entailment,(entailst; AND t; does not entath).
< B: bidirectional entailment entailst, AND t, entailst,).

e C: contradiction f§ andt, contradict, or cannot be true at the
same time).

I: independence (otherwise)



One of motivations being that, for example in Text
Summarization, knowing textual entailment directibelps to
choose one from multiple summary candidate sensence
Contradiction detection is also meaningful sinceés ita
"fundamental task in text understanding" [31] whistapplicable

to practical research fields such as conflictingifhan detection

in political candidate debates [32], conflictingimipn analysis in
user reviews [33], Question Answering and by MDitieument
Summarization [34]. The RITE MC subtask is noveténms of
addressing various classes, which are not traditiprevaluated

in one problem.

One specific point we paid attention to when buiddithe MC
dataset is to shorten the length of sentencesasdtte length does
not become the strong indicator of entailment dioec In the BC
dataset, it is often the case that long, and, is much shorter.

The inter-annotator agreement for the Japanese atigset among
the four annotators was 0.759 in Fleiss' Kappa.

2.3 Entrance Exam Subtask

The Entrance Exam subtask runs in the same settinthe BC
subtask; a participating system is asked to deternvies or No
for each text pair. All the pairs in the datagetsvided in this
subtask are created based on actual entrance déaamnsiversity
admission in Japan, which is called the Nationait®&eTest for
University Admission (Center Test; Daigaku Nyushenr
Shiken). All Japanese national universities andyrmivate ones
adopt Center Test for their admission or as thest-$tage
examination, and all students who are going to retii@se
universities/colleges must pass this test. Centest Pprovides
multi-choice questions such as the following:

Choose the most appropriate statement about themartt
Empire from 1 to 4.

1. The peak of this country was during the reigisofeyman.

2. The official religion of this country was Shistuslim.

Examinees are required to answer such questiongy ubieir
knowledge.

To create text pairs for the Entrance Exam subtask Center
Test, we assume that correct answers are suppuyteglidential
texts in a knowledge source such as textbooks aildp&dia.
Therefore, we can create "Yes" pairs from corrdatesnents
while "No" pairs from wrong statements, by extragtt, from
Center Test choices aridfrom supporting texts in a knowledge
source. For example, we could find the followirexts from
Wikipedia.

... Suleyman set 13 times of military expeditiorthvgreat
success, and led the Ottoman Empire to its peak. ..

... While Sunna constituted the majority in thethopart of
the Ottoman Empire, many Shiah Muslims lived in sbath
Irag. ...

From these texts we can judge the statement Liés while the
statement 2 is false. We can create a "Yes" pam fthe first
sentence and the statement 1, and a "No" pair ff@msecond
sentence and the statement 2.

Following this observation, we created text paird their Yes/No
labels from statement-style choices of Center Te&hnotators
are asked to find relevant texts from Wikipediadach statement.

For correct statements, annotators found a textghpports the
statement. For wrong statements, annotators found
contradictory text, or, if such a text is not foulad irrelevant text
that includes some keywords in the statement. eSmagv texts
extracted from Wikipedia involve Wikipedia-specifigitings and
might lack contextual information (e.g. coreferes)ceannotators
post-edited extracted texts so that they form mh&entences that
can be read without the contexts. In some caseHipiau
sentences are necessary to support one stateinetfiis case, we
also edit them to form a single sentence.

It should be noted that the process of data credsodifferent
from the BC/MC subtasks where text pairs are firsiated and
labels are assigned afterwards. In the Entran@enEsubtaskt,

and labels are determined by the Center Test aqusstiwhile
annotators are asked to findrom Wikipedia.

2.4 RITE4QA Subtask

The RITE4QA subtask is also same as the BC sulirtagkms of
input and output. We assume a real applicationao@nvhere a
RITE system works as if it's an embedded answerdatbn

module plugged-in to a QA system. Suppose theaeQ#\ system
which has answer extraction capability (without kiag or

filtering final answer candidates), and it expegtsertain module
to score and rank final answers to be returneds Tiay, the
impact of RITE to an end-to-end application canmsasured.

Figure 2 illustrates how pairs are created for REE4QA
evaluation. As the source data, we use the dafasetthe past
NTCIR-6 CLQA task (in the JA & CT monolingual QAatk)
[35], as well as answers (system responses) froeobithe best
QA runs. There are 200 JA questions and 150 CT tipmas
availablé. For each question, a system returned up to 5emssw
each with a source document ID. Since we would tikeimulate
a realistic scenario where a RITE system is usedQi
framework, we tried to automate the process of trgathe
dataset except for improving template generatigorghm with a
slight feedback. The almost fully-automatic mechkani is
described as follows.

e 1, is an answer-bearing sentence, or a sentence that
contains an answer. If there are multiple answeribg-
sentences in a document, we automatically selettted
sentence with the highest lexical overlap withdbestion.

e 1, is basically a question transformed from intertodgato
affirmative form. The question’s WH-word part haseh
replaced with an answer.

e The expected label is Y for a pair created fronoaect
answer (which must be supported with a valid sutopgr
document) and N otherwise.

e CS data has been transliterated using the Googleste
MT servic€.

There could be minor errors generated through dimatic

process. Also, note that a Y label do not necdgsapresent an
entailment betweety andt, (e.g. sometimest lacks coreferential
information from previous sentencéshas additional information
that cannot be inferred froty).

6 One invalid question in each dataset (CLQA2-JA-TA08 in JA and
CLQA2-ZH-T3069-00 in CS/CT) was removed.

! http://transl ate. googl e. com



Figure 2. The mechanism for automatically creating the RITE4QA pairs from the past QA test collection.
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Participants were allowed to use both dev anddett from the
BC and MC subtasks, in order to develop a systeforggas it's
clearly described in the system paper. On the otmend,
participants were not allowed to utilize past NTG)R data.

As for the evaluation, the key metric we used isaM®&eciprocal
Rank (MRR), instead of the label classification lmecy score
used in the previous three subtasks. The firstoreas that we
would like to use a metric which is comparable vath extrinsic
QA task performance. The second reason is thagusecof the
skewed label distribution, it is easy to cheat thetric in this
subtask (one can simply return the major label)only

MRR is the mean of Reciprocal Ranks (RR) over thére
questions:
18 1
MRR = —
|Q 4= rank,

In order to get a ranked list to evaluate, we ugedidence scores
that were submitted together with each label frdre RITE
systems. The ranking criterion from the higheskranthe lowest
is as follows: Y with high confidenceY with low conf< N with
low conf < N with high conf. Given this ranked list, we can
subsequently calculate the highest rank of theecotabel. If it is
at the k-th rank, rarkk and so RR = 1/k. In order to handle tied
labels, we used the rank averaging mechanism as ise¢he
Spearman's rank correlation coefficient. For instarif there are
three outputs ranked 2nd in the list, we will obté2+3+4)/3 = 3,
and therefore RR is 1/3. If we don't use this medsa, one can
easily cheat the metric by returning five Y labeléth 1.0
confidence to get the RR of 1.

We additionally reported the Top1l score also useithé NTCIR-
6 CLQA task:
1 R
Topl= @ Z [highestrankedis correci .

i=1

2.5 Formal Run Settings

We had two phases in the formal runs. The BC andsdi@asks
were conducted in the phase | in one week, andEthteance
Exam and RITE4QA subtasks were conducted in thegHan a
separate week. The formal run period was relatieédge to the
NTCIR workshop, in order to allow participants fmead time on
a system development as much as possible. Befarirap the
formal run test data, participants were requiredfreeze the
system development. Once the system is frozen, ystern
updates were allowed except for bugs that areatriahd non-
essential (e.g. output formatting bug).

The dev (training) and test (formal run) data wemavided in the
following xml formaf in all the four subtasks. Note that the label
field was not available in the test data. T

<dataset>
<pair id="1" label="Y">
<t1>/ULFJ DB, SRFUSTRRICTTFro7o0OmRy
AD LB ENTZ. PTFADTEMRTHD VT —F— &R DT
3. /The Parthenon, built on the Acropolis of Athens in the
ancient Greece period, is a temple dedicated to Athena, the
protector of Athens. </t1>
<t2>)ULT ) MEDEDRIE. 7OORI X EFEENTWNS.
/The hill where the Parthenon template is located, is called
Acropolis.</t2>
</pair>
<pair id="2" label="N">
<t1>/ULFJ . R—U 7B ORSHMESSIZIERT
% 3. /The Parthenon temple is a masterpiece of Doric order
temples. </t1>
<t2>)ULT J (L, NLZX A bDOFET TRERSNT.
/The Parthenon temple was built under the influence of the
Hellenism culture.</t2>
</pair>

</dataset>

8 The example was taken from the Entrance Exam duloteg dataset.
English translations in italics are attached fer thader’s convenience.



For each subtask, a participating team was alldwetibmit up to
3 runs. Each line in the submission file was in fbhkowing
format.

| D [ SPACE] LABEL [ SPACE] CONFI DENCE [ CR]

The confidence score column could take a real nuféBveen 0
and 1. In the BC and MC subtasks, the confidendemo was
optional (but recommended). In the Entrance Examn ffiture
evaluation purpose) and RITE4QA (as explained & ghrevious
subsection) subtasks, the confidence column wasengiir
recommended for tie-breaking multiple labels.

3. TASK ORGANIZATION EFFORTS

We tried to address the following important aspeeotsen
designing and organizing the task.

Abstract laboratory experiments. Major evaluation conferences
such as TREC, CLEF and NTCIR are modern exampletheof
“Cranfield evaluation paradigm” [36] where abstiactof a real
task is done with a system-centric (rather thanr-osetric)
evaluation to avoid affects from uncontrollable ightes [37].
Even with this paradigm, complicated IA systemshsas QA are
hard to evaluate in component level, due to higarinomponent
dependencies, and accumulation of errors throughipteusteps
(e.g. question analysis, document retrieval, namatity
extraction, answer candidate reranking etc in GAJ.E abstracts
away complexities and focuses on a key semanticegging need
commonly exist in various IA systems. With a capgbito
conduct fully-automatic evaluation, we believe tladoratory
evaluation infrastructure of RITE should enableuéck) research
iteration (from analysis, hypothesis design, imp@atation to
evaluation) which will results in advancements bé ttextual
entailment research. As a result of establishing adstract
experiment paradigm, one can expect a potentiglhergy on
improving many IA applications.

Lowering barrier to entry. We provided the RITE-SDK and the
resource pool to help participants to quickly bualdystem. With
a common framework, experiment reproducibility/r&iadility
can be improved because one can detach the comgoocemt of a
system and share with others.

Generalizability / Domain Portability. Although being in an
abstract setting, the Entrance Exam and RITE4QAtaslkb

capture salient aspects of real tasks. These thtasks serve at
least two important purposes: testing knowledge aom
portability and testing application domain portibpil Due to a
common framework and standardized input and outpunhat,

participants are able to reuse components acrasaido

Community-driven. Even though RITE is the first-of-a-kind task
in NTCIR, we envisioned a community-driven task ethreflects
needs among participants better, as well as keefiirgtask
sustainable. To this end, we set up some envirotsmehere
participants can be involved in task design, such aailing list
for discussion and online synchronous spreadsloegirbposing
sample data among organizers and participants.

Accountability. We encouraged participants to do an ablation
study which is done by removing one resource, tmoglgorithm
at a time, and see its impact to the overall sys{gower
performance indicates higher importance). Remembet
participants can take advantage of automatic etialuan the
RITE task, and quickly try out multiple differentgeriments. In
that way, participants can avoid a system from dem

complicatedblack box, but can instead see it as a collection of
building blocks.

Social impact. The Entrance Exam subtask’s long-term ultimate
goal is to develop a system that can result inrapaditive score
in a college-level entrance exam. It can be a gwadd-challenge
showcase for a scientific outreach because of lésarcess,
familiarity and toughness. The progress towardgbal is easily
measurable, which is a nice property to have ireadjchallenge.

Difficulty level. We understand that it may be too early for a
relatively new community to tackle real texts with lot of
challenges, and the difficulty of the task shoudditv an adequate
level to encourage participation. However, we agdidrbitrary
modifications to original texts as much as possibte as not to
make the task too easy. As a result, the BC and ddtasets,
especially Japanese, are very difficult. See alablel' 5 where
lower BC JA baseline score indicates its relativificdlty as
compared to CS and CT. The scores also indicatentimabers
between different subtasks or languages are nopamhble.

3.1 Baselines

We provided baseline runs, which are useful for meagur
relative performance against a certain standard.cévealso use
them for comparing difficulties among different sagks and/or
languages.

The character overlap baseline is based on a very simple
algorithm, but known to work reasonably good in plast English
RTE challenges [12]. As a unit of overlap comparisove used
characters rather than words because of its stfaigfardness
and error-free nature. Some studies show that tlaeacter may
be the better unit to be used in certain taskapadese [38] and
Chinese [39]. The algorithm works in the followingay: The
percentage of characters ip existing int; is calculated with
clipped-counting which truncates each characteraint if
necessary, to not exceed the largest count obsémvied40]. If
the percentage is over a certain threskhlthe algorithm returns
the Y label, and otherwise the N label. The thré&hovere
trained in 0.05-scale parameter sweep using thelolement data.

For the MC subtask, the same approach is usedtéontiee the
entailment direction for the F, R, and B labels.tHére is no
entailment exists according to the algorithm, wendmly
assigned either C or | label.

See Table 5 (also shown in Table 7 through Tablefdi7 the
summary of this baseline’s results. In the RITE4Q/dtask, we
provide three additional baselines and one orambees(Table 15
and Table 17).

Table 5. Evaluation results for the character overlap baseline.

Subtask | Lang % Dev Test

BC JA 0.60 | 0.5280 | 0.5160
CS 0.55 | 0.7543 | 0.7617
CT 0.55 | 0.7553 | 0.6667

MC JA 0.60 | 0.4742 | 0.4682
(&) 0.70 | 0.5356 | 0.5315
CT 0.65 | 0.5091 | 0.4885

Entrance | JA 0.80 | 0.6673 | 0.6516

Exam

RITE4QA | JA 0.60 - | 0.4180
Cs 0.55 - |1 0.2317
CT 0.55 - 1 0.2317

The all-yes baseline simply returns Y for all pairs. This baseline
constantly returns a confidence of 1.



The random baseline outputs a label at random. The Accuracy
shows a theoretical value of 0.5, whereas MRR aaglTare
based on an average over 10 trials.

The QA system baseline shows original scores from the QA
systems. This baseline is very strong to beat stiecom one of
the best runs submitted to the NTCIR-6 CLQA taskcaveat
being that the QA systems used much richer infaomaand
techniques to rank final answers, e.g. redundaricgxtracted
answers, retrieval scores, extraction confidenaaes; answer
candidate type checking confidence, joint learrtmgank scores
(rather than independent confidence scores) etc.

Additionally, theoracle score indicates the upper bound by the
perfect system (which is simulated by hand). Ineord achieve
this score, a system has to be able to rank omeroéct answer
candidates, if exists, to be the first without ties

4. FORMAL RUN RESULTS

Table 6. Number of submissions.

Subtask Language Total
JA CS CT
BC 24 33 32 89
MC 10 27 22 59
Entrance Exam 18 - - 18
RITEAQA 13 17 16 46
Total 65 77 70 212

Table 7. Active participants.

Team ID Organization Country/ Language

Region JA CS CT

1 |FudanNLP Fudan University China v

2 |FX Fuji Xerox Japan v

3 |IASLD Academia Sinica Taiwan v v

4 |IBM IBM Research — Tokyo / Preferred Infrastructure Japan v

5 |ICL Key Laboratory of Computational linguistics, Peking University / Ministry of | China v

Education
6 |ICRC_HITSZ |Intelligence Computing Research Center, Harbin Institute of Technology China v v
Shenzhen Graduate School
7 | N_CYUT_ Institute for Information Industry / Chaoyang University of Technology / Taiwan v
NTHU National Tsing Hua University

8 |IMTKU Information Management, Tamkang University Taiwan v

9 [JAIST Japan Advanced Institute of Science and Technology Japan v

10 [JUCS Jadavpur University, Computer Sc. & Engineering India v

11 |KYOTO Kyoto University (Kurohashi Laboratory) Japan v

12 | LTI Language Technologies Institute, Carnegie Mellon University USA v

13 |MCU Ming-Chuan University Taiwan v

14 | NSNG Northeastern University, USA / Wuhan University USA / China v

15 |NTOU National Taiwan Ocean University Taiwan v

16 |NTU National Taiwan University Taiwan v v

17 | NTTCS Nippon Telegraph and Telephone Corporation Japan v

18 |SITLP Shibaura Institute of Technology LP lab Japan v

19 |TU Tohoku University Japan v

20 | UIOWA University of lowa USA v v

21 | WHUTE Wuhan University China v

22 | WUST Wuhan University of Science and Technolog China v

23 | Yuntech National Yunlin University of Science and Technology Taiwan v v

24 | ZSWSL Beijing University of Posts and Telecommunications China v




Table 8. Evaluation result on

Table 9. Evaluation result on

Table 10. Evaluation result on

BC subtask (JA). BC subtask (CS). BC subtask (CT).

Run Accuracy Run Accuracy Run Accuracy
JAIST-JA-BC-01 0.5800 ICRC_HITSZ-CS-BC-03 0.7764 IASLD-CT-BC-03 0.6611
JAIST-JA-BC-02 0.5660 FudanNLP-CS-BC-02 0.7617 IASLD-CT-BC-02 0.6533
JAIST-JA-BC-03 0.5520 | | ICRC_HITSZ-CS-BC-02 0.7568 I1l_CYUT_NTHU-CT-BC-02 0.6500
NTTCS-JA-BC-03 0.5480 FudanNLP-CS-BC-01 0.7469 ASLD-CT-BC-01 0.6478
LTIJA-BC-03* 0.5460 \I{IVTTJUESE-E(SI-g?O?’ 8';;7“15 NTOUA-CT-BC-02* 0.6422
LTI-JA-BC-02* 0.5420 =2 : ICRC_HITSZ-CT-BC-01 0.6133

* WHUTE-CS-BC-02 0.7322
LTI-JA-BC-01 0.5340 NTOUA-CT-BC-01* 0.6133

WUST-CS-BC-01 0.7248
NTTCS-JA-BC-01 0.5320 NTU-CS-BC-02 07224 NTU-CT-BC-01 0.6078
* = - - .
IBM-JA-BC-02 0.5260 | "NTU-CS-BC-03 0.7199 NTU-CT-BC-03 0.6067
FX-JA-BC-02 0.5240 | "7WSI-CS-BC-01 0.7199 NTOUA-CT-BC-03* 0.6022
FX-JA-BC-03 0.5200 | "jASLD-CS-BC-01% 0.7150 ICRC_HITSZ-CT-BC-02 0.5967
NTTCS-JA-BC-02 0.5200 ICL-CS-BC-01 0.7150 NTU-CT-BC-02 0.5956
IBM-JA-BC-01* 0.5160 | | WHUTE-CS-BC-01 0.7125 IIl_CYUT_NTHU-CT-BC-01 0.5733
KYOTO-JA-BC-02 0.5160 | | ICL-CS-BC-02 0.7101 I_CYUT_NTHU-CT-BC-03 0.5733
KYOTO-JA-BC-03 0.5160 ICRC HITSZ-CS-BC-01 0.7076 IM_TKU-CTI'-BC-OZ 0.5556
SITLP-JA-BC-01 0.5160 | | TASLD-CS-BC-02% 0.7052 MCU-CT-BC-01 05542
SITLP-JA-BC-02 0.5120 | [ IASLD-CS-BC-03* 0.6880 =TS :
FX-JA-BC-01 0.5100 | [ IIl_CYUT _NTHU-CS-BC-02 06830 | |MTKU-CT-BC-01 0.5500
Yuntech-CT-BC-01 0.5278
JUCS-JA-BC-03 0.5080 NSNG-CS-BC-02 0.6683
IMTKU-CT-BC-03 0.5244
IBM-JA-BC-03* 0.5000 ZSWSL-CS-BC-02 0.6658
SITLP-JA-BC-03 0.4940 Yuntech-CS-BC-01 0.6364 Baseline (char overlap) 0.6667
NSNG-CS-BC-03 0.5897 UIOWA-CT-BC-01 0.9078
KYOTO-JA-BC-01 0.4920
- ZSWSL-CS-BC-03 0.5897 UIOWA-CT-BC-02 | 0.8844
JUCS-JA-BC-01 0.4900
i ™ 7 Yuntech-CS-BC-02 0.5602
Baseline (char overlap) 0.5160 | || CYUT NTHU-CS-BC-01 0.5577
Il_CYUT NTHU-CS-BC-03 0.5577
Baseline (char overlap) 0.7617
UIOWA-CS-BC-01 | 0.9705
UIOWA-CS-BC-03 I 0.9631
UIOWA-CS-BC-02 0.9361

Table 11. Evaluation result on

Table 12. Evaluation result on

Table 13. Evaluation result on

MC subtask (JA). MC subtask (CS). MC subtask (CT).

Run Accuracy Run Accuracy Run Accuracy
IBM-JA-MC-02* 0.5114 ICRC_HITSZ-CS-MC-03 0.6413 MCU-CT-MC-01 0.5356
KYOTO-JA-MC-03 0.4841 ICRC_HITSZ-CS-MC-02 0.6241 IMTKU-CT-MC-01 0.5222
KYOTO-JA-MC-02 0.4795 ZSWSL-CS-MC-02 0.6192 IMTKU-CT-MC-02 0.5067
IBM-JA-MC-01* 0.4545 WHUTE-CS-MC-02 0.6093 IASLD-CT-MC-03 0.5011
NTTCS-JA-MC-03 0.4523 1l_CYUT_NTHU-CS-MC-02 0.5897 IASLD-CT-MC-01 0.4989
NTTCS-JA-MC-01 0.4477 FudanNLP-CS-MC-02 0.5848 ICRC_HITSZ-CT-MC-01 0.4967
IBM-JA-MC-03* 0.4455 WHUTE-CS-MC-01 0.5823 IIl_CYUT_NTHU-CT-MC-02 0.4911
NTTCS-JA-MC-02 0.4045 WUST-CS-MC-01 0.5823 IASLD-CT-MC-02 0.4867
KYOTO-JA-MC-01 0.2136 FudanNLP-CS-MC-01 0.5799 NTU-CT-MC-03 0.4833
JUCS-JA-MC-01 0.1750 ICRC_HITSZ-CS-MC-01 0.5749 Yuntech-CT-MC-01 0.4767
Baseline (char overlap) 0.4682 NTU-CS-MC-02 0.5749 NTOUA-CT-MC-02* 0.4611

NTU-CS-MC-03 0.5700 NTU-CT-MC-01 0.4589

IASLD-CS-MC-01* 0.5651 NTU-CT-MC-02 0.4578

NTU-CS-MC-01 0.5651 NTOUA-CT-MC-01* 0.4400

ZSWSL-CS-MC-03 0.5627 1l_CYUT_NTHU-CT-MC-03 0.4333

IASLD-CS-MC-03* 0.5553 IIl_CYUT_NTHU-CT-MC-01 0.4300

ZSWSL-CS-MC-01 0.5455 NTOUA-CT-MC-03* 0.4211

N . IASLD-CS-MC-02* 0.5430 Yuntech-CT-MC-02 0.3878

IASLD, IBM, LTI, and NTOUA include  ™jj_cYUT_NTHU-CS-MC-01 05332 | [ IMTKU-CT-MC-03 0.2678

RI TE.organIZ?r(s) n ateam They paid full H_CYUT_NTHU-CS-MC-03 0.5307 Baseline (char overlap) 0.4885

attention to fairly participate in the formal Yuntech-CS-MC-01 0.5283 UIOWA-CT-MC-01 T 0.7867

run. ICL-CS-MC-01 0.5061 UIOWA-CT-MC-02 | 0.7744

** Evaluated only on pairswhere a label is ICL-CS-MC-02 0.4840 UIOWA-CT-MC-03 T 0.7244
returned. Yuntech-CS-MC-02 0.3980
1 Manual runs, in which the synonym list Baseline (char overlap) 0.5315
used by the system is manually enhanced Z;g%ﬁg%ggé% 8-23;3
based on BC and MC training and test sets. JIOWA-CSMc03 | 0.8870




Table 14. Evaluation result on Entrance Exam subtask (JA).

Run Accuracy
IBM-JA-EXAM-01 0.7217
TU-JA-EXAM-02** 0.7183
TU-JA-EXAM-03** 0.7042
IBM-JA-EXAM-02 0.6742
LTI-JA-EXAM-03 0.6674
KYOTO-JA-EXAM-02 0.6561
KYOTO-JA-EXAM-03 0.6561
LTI-JA-EXAM-02 0.6538
JAIST-JA-EXAM-02 0.6516
JAIST-JA-EXAM-03 0.6516
TU-JA-EXAM-01 0.6493
JAIST-JA-EXAM-01 0.6222
LTI-JA-EXAM-01 0.6018
KYOTO-JA-EXAM-01 0.5928
IBM-JA-EXAM-03 0.5837
JUCS-JA-EXAM-01 0.5204
TU-JA-EXAM-02 0.1154
TU-JA-EXAM-03 0.1131
Baseline (char overlap) 0.6516

Table 16. Evaluation result on RITE4QA subtask (CS).
See the Table 17 for the baseline scores.

Table 15. Evaluation result on RITE4QA subtask (JA).

Run Accuracy Topl MRR
LTI-JA-RITE4QA-03* 0.6753 0.2136 | 0.2982
JAIST-JA-RITE4AQA-01 0.5602 0.1802 | 0.2765
JAIST-JA-RITE4QA-03 0.6940 0.1658 | 0.2731
JAIST-JA-RITE4AQA-02 0.6763 0.1508 | 0.2604
LTI-JA-RITE4QA-02* 0.6411 0.1743 | 0.2563
JUCS-JA-RITE4QA-01 0.5954 0.1315 | 0.2490
KYOTO-JA-RITE4QA-02 0.6836 0.1206 | 0.2344
KYOTO-JA-RITE4QA-03 0.6836 0.1206 | 0.2344
IBM-JA-RITE4QA-01* 0.3330 0.1131 | 0.2327
IBM-JA-RITE4QA-03* 0.4015 0.0871 | 0.2221
LTI-JA-RITE4QA-01* 0.8434 0.1265 | 0.2220
IBM-JA-RITE4QA-02* 0.3164 0.0905 | 0.2168
KYOTO-JA-RITE4QA-01 0.8890 0.1168 | 0.1752
Baselinel (char overlap) 0.4180 0.2337 | 0.3192
Baseline2 (all yes) 0.1100 0.1077 | 0.1657
Baseline3 (random) 0.5000 0.1025 | 0.2320
Baseline4 (QA system) 0.1100 0.3350 | 0.3917
Oracle 1.0000 0.5326 | 0.5326

Table 17. Evaluation result on RITE4QA subtask (CT).

Run Accuracy Topl MRR Run Accuracy Topl MRR
IMTKU-CS-RITE4QA-02 0.4090 0.2953 | 0.3998 IMTKU-CT-RITE4QA-03 0.4003 0.2953 | 0.3992
WHUTE-CS-RITE4QA-02 0.4876 0.2852 | 0.3979 NTOUA-CT-RITE4QA-03* 0.6346 0.2813 | 0.3824
WHUTE-CS-RITE4QA-01 0.3886 0.2651 | 0.3773 NTOUA-CT-RITE4QA-01* 0.5459 0.2746 | 0.3803
IMTKU-CS-RITE4QA-03 0.4716 0.2550 | 0.3768 IMTKU-CT-RITE4QA-01 0.3246 0.2517 | 0.3772
IMTKU-CS-RITE4QA-01 0.3319 0.2450 | 0.3744 IMTKU-CT-RITE4QA-02 0.3392 0.2517 | 0.3736
ICL-CS-RITE4QA-01 0.3231 0.2931 | 0.3545 NTOUA-CT-RITE4QA-02* 0.5124 0.2282 | 0.3572
ICRC_HITSZ-CS-RITE4QA-01 0.6390 0.2479 | 0.3520 ICRC_HITSZ-CT-RITE4AQA-01 0.6390 0.2479 | 0.3520
WHUTE-CS-RITE4QA-03 0.3275 0.2248 | 0.3494 ICRC_HITSZ-CT-RITE4AQA-03 0.7293 0.2262 | 0.3398
ICRC_HITSZ-CS-RITE4QA-03 0.7293 0.2262 | 0.3398 IASLD-CT-RITE4QA-01* 0.4760 0.2274 | 0.3016
IASLD-CS-RITE4QA-01* 0.4833 0.2274 | 0.3028 IASLD-CT-RITE4QA-02* 0.4731 0.2274 | 0.3016
IASLD-CS-RITE4QA-02* 0.4803 0.2274 | 0.3028 Ill_CYUT_NTHU-CT-RITE4QA-01 0.7525 0.2598 | 0.2947
Ill_CYUT_NTHU-CS-RITE4QA-01 0.7525 0.2585 | 0.2944 Ill_CYUT_NTHU-CT-RITE4QA-02 0.7147 0.2408 | 0.2908
IIl_CYUT_NTHU-CS-RITE4QA-02 0.7162 0.2408 | 0.2908 ICRC_HITSZ-CT-RITE4AQA-02 0.6128 0.2234 | 0.2705
ICRC_HITSZ-CS-RITE4QA-02 0.6128 0.2234 | 0.2705 IASLD-CT-RITE4QA-03* 0.4279 0.2290 | 0.2619
IASLD-CS-RITE4QA-03* 0.4352 0.2310 | 0.2608 Ill_CYUT_NTHU-CT-RITE4QA-03 0.3392 0.2320 | 0.2527
Ill_CYUT_NTHU-CS-RITE4QA-03 0.3377 0.2320 | 0.2527 Baselinel (char overlap) 0.2317 0.2317 | 0.3844
UIOWA-CS-RITE4QA-01 T 0.9010 0.4559 | 0.4272 Baseline2 (all yes) 0.1906 0.2243 | 0.2378

Baseline3 (random) 0.5000 0.2109 | 0.3454
Baseline4 (QA system) 0.1906 0.4200 | 0.4852
Oracle 1.0000 0.5906 | 0.5906
UIOWA-CT-RITE4QA-01 1 0.9010 0.4559 | 0.4272

* |ASLD, IBM, LTI, and NTOUA include RITE organizer(s) in ateam. They paid full attention to fairly participate in the formal run.

** Evaluated only on pairswhere a label isreturned.

I Manual runs, in which the synonym list used by the system is manually enhanced based on BC and MC training and test sets.

5. DISCUSSION

Because the Traditional Chinese test set was ddaten two
different sources and the first source was the sasrtbe CT-MC
development set, we would like to see the impadhefgenre of
the text. The CT-*-Setl contains the first 671 pdin CT-BC and
MC test sets) which came from the previous QA tasksl the
CT-*-Set2 contains the last 229 pairs coming frdra previous
IR data. Table 18 and Table 19 illustrate the eatébn results in
these two subsets. Note that only results produmgdully-

automatic systems are listed in the tables.

As expected, most systems perform better in CTt1:Skan in
CT-*-Set2, indicating that most systems were biojltusing the
development set. However,

some systems achieveerbett

performance in CT-*-Set2. It would be interestirgy gee what
strategies have made these systems more robust.

6. CONCLUSION

This paper described an overview of the NTCIR-9Rtask. We
built large-scale reusable evaluation datasetsfdar kinds of
subtasks.

Considering this was the first attempt to conducted of new
challenge problems, we think the RITE task was esgftil, with
24 participating teams from 5 different countriegio submitted
212 runs in total. Although the evaluation resufigy not show
good enough scores to indicate that the commusitgeady to
declare a victory in textual entailment problem, aveé make the
very meaningful first step in establishing a swft¢he-art.
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Table 18. More Evaluation on BC subtask (CT).

CT-BC- CT-BC-
Run Setl Set2

IASLD-CT-BC-03 0.645 0.707
IASLD-CT-BC-02 0.666 0.616
IIl_CYUT NTHU-CT-BC-02 0.668 0.598
IASLD-CT-BC-01 0.650 0.642
NTOUA-CT-BC-02* 0.653 0.611
ICRC_HITSZ-CT-BC-01 0.633 0.555
NTOUA-CT-BC-01* 0.645 0.520
NTU-CT-BC-01 0.644 0.502
NTU-CT-BC-03 0.633 0.528
NTOUA-CT-BC-03* 0.629 0.524
ICRC_HITSZ-CT-BC-02 0.644 0.459
NTU-CT-BC-02 0.641 0.463
Ill_CYUT NTHU-CT-BC-01 0.577 0.563
Il_CYUT _NTHU-CT-BC-03 0.577 0.563
IMTKU-CT-BC-02 0.574 0.502
MCU-CT-BC-01 0.586 0.463
IMTKU-CT-BC-01 0.571 0.489
Yuntech-CT-BC-01 0.534 0.511
IMTKU-CT-BC-03 0.565 0.406
Yuntech-CT-BC-02 0.519 0.541

Table 19. More Evaluation on MC subtask (CT).

CT-MC- CT-MC-
Run Setl Set2

MCU-CT-MC-01 0.586 0.389
IMTKU-CT-MC-01 0.559 0.415
IMTKU-CT-MC-02 0.534 0.428
IASLD-CT-MC-03 0.520 0.445
IASLD-CT-MC-01 0.522 0.432
ICRC_HITSZ-CT-MC-01 0.542 0.362
IIl_CYUT NTHU-CT-MC-02 0.537 0.358
IASLD-CT-MC-02 0.505 0.432
NTU-CT-MC-03 0.519 0.380
Yuntech-CT-MC-01 0.519 0.354
NTOUA-CT-MC-02* 0.475 0.419
NTU-CT-MC-01 0.510 0.310
NTU-CT-MC-02 0.511 0.301
NTOUA-CT-MC-01* 0.478 0.328
Il_CYUT NTHU-CT-MC-03 0.469 0.328
Ill_CYUT NTHU-CT-MC-01 0.463 0.332
NTOUA-CT-MC-03* 0.455 0.323
Yuntech-CT-MC-02 0.377 0.419
IMTKU-CT-MC-03 0.301 0.170
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