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| Introduction

 Intent task

— Many web queries are short and vague. By submitting
one query, users may have different intents.

— For an ambiguous query, users may seek for different
Interpretations.

Eg. “house windows”, “microsoft windows”

— For a query on a broad topic, users may be interested
In different subtopics.

Eg. “windows update”, “windows phone”



| Introduction

e Subtopic mining
— A subtopic could be an interpretation of an
ambiguous query or an aspect of a faceted query

Input: a query, Eg. “53L4F” Mozart
Output: a ranked list of subtopic strings

Subtopic list:

1. “SEHFRE

Query: Subtopic Mining 2. “BLILRFRIAT
"G System 3. “TEHFHE M
4, “HLFLRFRN

Basic idea: query clustering
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* ICTIR subtopic mining system
— Architecture
— Dataset
— Preprocessing
— Clustering method
— Subtopic ranking
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System Architecture
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Description: For every topic
1, Collect subtopic candidates from query logs, encyclopedia catalogs

and related searches.
2, The frequent term-set based clustering algorithms are conducted. /
3, The centroids of clusters are selected to represent the subtopic. 7

4




| Data we used

* Query log
— SogouQ: guery logs in June 2008

— Sina IAsk : query logs from September to October,
2006

* Online encyclopedia
— Wikipedia ( Chinese )
— Hudong
* Related searches from search engines
— Commercial search engine: Baidu, Sogou, Soso

Y
.
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Preprocessing

e query logs
— Index query logs by single words, using Lucene.
Given a query, search all the relevant guery logs.

— We utilize some heuristic method to filter noises.
Features such as the length of a query and its Edit
Distance to the topic is utilized.

- Eg. “S%FLEF Mozart

SRR AR T R

SRR AR IR T3

SALRR AR TSR

FILRE17865E N # N\ #Z2 iz —
SCFLRRAN S 220G

LR /N

SRR A PR

...... W

&K &K
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Preprocessing

* Encyclopedia & Search engine .......

— Download the WebPages
— Extract the information we need

 Collect Into candidates set

— After preprocessing, we treat the
strings we get from three kinds of
data as subtopic candidates, and
put them into a subtopic
candidates set.

FKRRN - FSEDH - SR
SRR, BHNEHLT
(EEEELE

HEIRER - MEESHT - E4L4F (215 Wolfzang Anadeus Mozart, 1756
ETOFEEMBMFEREE, ERHREANGETE XS FEhEr—-

30 ERFRMNELE, BETHERFSEEINAENSFERY. REY
E, MERE—-FNRSOEARE, BEAHRE, 2w, S8, g
K, thERHEREEAEE, MEIMRE ST NaZET.

S 1 BE (1756E —17724)
J 1.z FATECH
J 15 REFIAEH (1aE—17818)
‘ 1.4 S (1mEzE— 1701
1.4.1 fds7
1.4. 2 EFEINTETE Rl
2 B AFRTRT 21
5 B
d TS ATE0E
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Frequent term-set based clustering

 Motivation:

— After obtaining subtopic candidates,

we introduced a frequent term-set
based clustering method to mine
subtopics.

— Candidates string in a cluster have

the same pattern. That is they all
contains the same term-set.

— Eg.

“TLHFEN” Mozart works

Term-set: {=FL4F, 1Ef}:

Cluster :
SRR A AR
LR BIAE A
BT SR A
LA il XA
SRR AL TRk
SRR A S TR
SLFLRAERAE o
SRR Al B R
SEFLR A AT B B T
LR E AL H R
SR E SN
LR TR
LR TR e Siit
SR AR

SRR 1 %
/
s
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| Frequent term-set based clustering

Strategy 2:
° Clustering Process Rank frequent term-sets by support
1. Segment all the SUthpiC Get a frequent term-set: FTS
: any
candidates from text to a
. Get all the candidates which contains all the
set Of terms. USlng terms of FTS, group them to a cluster Clu

ICTCLAS analyzer

2. Mining frequent term-sets.
using Apriori algorithm.

Remove the candidates in Clu from the set

Candidates
set is null?

no

3. Partition the subtopic
candidates set Into
clusters based on the
freq Uent term_sets_ Return all clusters

flow chart on the left stop %
4

no

requent term-
set is null?

yes
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| Mining parameter

« Apriori parameter: min_support, itis a threshold

 If the frequency of a term-set is larger then the min_support,
we consider it frequent

« Affect the number of subtopics, the granularity of clustering

80

60 o

—e— Strategy 1
& .. Strategy 2

40 4

20

average number of subtopics

T T T T T
0.00 02 04 .06 03 10 A2

min_sup L /
Figure 3. Relationship between min_sup and the y
average number of subtopics per topic.
////
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| Subtopic selection & ranking

« Centroids of clusters are chosen as subtopics

— Use Edit Distance to compute the distance between
strings.

— Central point is the point which has the shortest
average distance to others in the cluster.

« Rank subtopic

— Subtopics are ranked simply based on the size of the
its cluster. (The number of subtopic candidates the
cluster contains )
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| Example from subtopic candidates set

« Example
— Query: “S=H. 45" Mozart
Cluster 1:
Subtopic candidates Segment to term-sets g .
SRS R (AL 0,525, T kN
SeLRE AR R A {3, 5 sl g AR N G2
BALRFE R TR (L, 5 0R, N8 %38\ Frequent term-sets: -
LR R {3, MR HE {BEALr, B OR, T EG Cluster 2
SRR 5 220 iy {3 AN 5E 230 ) {SEFURE, IMREE ZEnglh)  SELAE A5 2l
SR MR B ZE NG i {BEALr, /MRS ZE Y ) .. SRR MRS, 2205 ]
SRR ZE N i {3, 22N i} SR i, I
SRR ZE MY il R {3 Rr, 220 il TR ) TR, 220 i
AL AR S (ST, A AR Y el
uster ...
Ranked sutopic list: Subtopic 1
Finished <t: T ' <t: FALR SR T3
Subtopic 2:

2 FALRFIIE IR N
SALREZE il
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Evaluation

 Primary evaluation metric

— D#-nDCG: a linear combination of intent recall (or “I-
rec”, which measures diversity) and D-nDCG (which
measures overall relevance across intents).

Dg-measure@l = vyI-rec@Ql 4 (1 — v) D-measure@Ql

In the official experiment:
measurement depths: =10, 20, 30
Y'=0.5, simple average

A
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Official Results

 We submitted 5 runs for evaluation.
* ICTIR-S-C-1 achieves the highest |-rec values.

* ICTIR-S-C-1 and ICTIR-S-C-2 show good performance
among all runs.

Description D#NDCG
Runid strategy | Min_sup @10 @20 @30
ICTIR-S-C-1 1 0.005 0.5797 0.6579 0.6261
ICTIR-S-C-2 2 0.01 0.5701 0.6452 0.6482
ICTIR-S-C-3 2 0.02 0.5669 0.5881 0.5464
ICTIR-S-C-4 1 0.015 0.5726 0.5893 0.539
ICTIR-S-C-5 1 0.01 0.5273 0.5615 0.516

,////”/’/L//
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Conclusion

Summary

1. We utilize multiple resources in a unified method,

which can provide more information and achieve
better results. As the results show, ICTIR-S-C-5 is not
as good as others.

Some heuristic methods are applied in the data
preprocessing. Features such as the length of query
and its distance to topic are employed to filter noises.
So we can get better subtopic candidates.

The clustering method is based on frequent pattern
mining which is very intuitive. We group the strings in
a cluster because they share the same pattern. The
results show that the approach is very effective.

- —7// | |
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Conclusion

4. The system has a universal parameter min_support,
which controls the granularity of clustering. So we
don’t need to specify the number of clusters for each
topic like k-means algorithm.

Actually, it's hard to decide the number of subtopics.
Subtopics also have subtopics. It's a tree structure.

Eg. “53L4%F” Mozart

LA
LR LR IR
\ /
s | i | [Bouses

yd
E%L#%/J\i%%%ﬂﬂ%#
/ 774
4
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Feature work

Need to improve

1.

Try and compare other clustering method (Eg.
Hierarchical clustering)

Try other distance measure(Eg. Longest common
sequence) for preprocessing.

Improve the subtopic ranking algorithm. Utilize more

features.
ﬁ/F
s




Thanks for your attention!
Question & Answer

Y
.



