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This paper describes the NiuTrans system submitted to the NTCIR-9 Patent Machine Translation task by the Natural Language
Processing Lab at Northeastern University. Our submissions were generated using the phrase-based translation system
implemented under the NiuTrans project . To fit the patent translation task, our system is improved in several ways.
e Reordering: Unlike traditional approaches, We did not resort to a single reordering model, but instead used a hybrid
approach that makes use of multiple reordering models
e Large-scale n-gram LM: we developed a simple and fast language model for n-gram scoring on very large patent data,
and trained a 5-gram language model using all English data (57 GB raw text) provided within the task.
e SMT and EBMT: We enhanced our SMT system using a simple EBMT system.

NiuTrans: An Open-Source Statistical Machine Translation System
http://www.nlplab.com/NiuPlan/NiuTrans.html|
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phrase-based model (coming soon) c) Syntax-based model (string-to-
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NiuTrans.Phrase (for NTCIR-9 PatentMT)
* Based on Bracketing Transduction Grammar
¢ Two reordering models: ME and MSD

e CKY-style decoder with cube pruning and beam pruning
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e  We used the “one-beat-all” strategy

In addition to the data structure design, we for final translation selection: if the
also prune the model using both vocabulary EBMT output is trusted enough, we
filtering and n-gram filtering. selected its result as the final output;

otherwise, we chose the SMT output.
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