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ABSTRACT 
Users express their information needs in terms of queries to find 
the relevant documents on the web.  However, users’ queries are 
usually short, so that search engines may not have enough 
information to determine their exact intents.  How to diversify 
web search results to cover users’ possible intents as wide as 
possible is an important research issue.  In this paper, we will 
propose several subtopic mining approaches and show how to 
diversify the search results by the mined subtopics.  For Subtopic 
Mining subtask, we explore various subtopic mining algorithms 
that mine subtopics of a query from enormous documents on the 
web.  For Document Ranking subtask, we propose re-ranking 
algorithms that keep the top-ranked results to contain as many 
popular subtopics as possible.  The re-ranking algorithms apply 
sub-topics mined from subtopic mining algorithms to diversify the 
search results.  The best performance of our system achieves an I-
rec@10 (Intent Recall) of 0.4683, a D-nDCG@10 of 0.6546 and a 
D#-nDCG@10 of 0.5615 on Chinese Subtopic Mining subtask of 
NTCIR-9 Intent task and an I-rec@10 of 0.6180, a D-nDCG@10 
of 0.3314 and a D#-nDCG@10 of 0.4747 on Chinese Document 
Ranking subtask of NTCIR-9 Intent task.  Besides, the best 
performance of our system achieves an I-rec@10 of 0.4442, a D-
nDCG@10 of 0.4244 and a D#-nDCG@10 of 0.4343 on Japanese 
Subtopic Mining subtask of NTCIR-9 Intent task and an I-rec@10 
of 0.5975, a D-nDCG@10 of 0.2953 and a D#-nDCG@10 of 
0.4464 on Japanese Document Ranking subtask.  

Categories and Subject Descriptors 
H.3.3 [Information Search and Retrieval]: Information Search and 
Retrieval  

General Terms 
Algorithms, Experimentation 

Keywords 
Diversified Retrieval, Subtopic Mining, Search Result Re-ranking 

1. INTRODUCTION 
Web search engine provides an important mechanism for users to 
meet their information needs, which are usually formulated by 
queries.  A query is represented by a set of keywords and is 
classified into two types at TREC diversity task, one is “faceted” 
and the other is “ambiguous”.  The search intent of faceted 
queries is usually clear, so that the search engine can report good 

quality results.  However, information retrieval systems often fail 
to capture users’ search intents exactly if a submitted query is 
ambiguous.  Because an ambiguous query usually refers to 
multiple categories or has more than one interpretation, retrieving 
a list of diversified results that cover different subtopics become a 
feasible solution for such ambiguous queries, especially for the 
case without any further information. 

As mentioned as above, exploring how many subtopics of a query 
may be interpreted is an issue.  For example, the keyword “apple” 
may refer to three subtopics: (1) a kind of fruit, (2) a media 
company, and (3) a computer company.  Each subtopic may 
contain several sub-sub-topics, for example, “iPod”, “iPhone”, 
and “iPad” belong to a computer company subtopic.  Therefore, 
the subtopic of a query is in terms of a hierarchal structure and 
contains top-down relationships.  After exploring subtopics of a 
query, search engine can rank documents to include various 
subtopics at the first report page, so that users can quickly find 
their interesting results.  However, diversity and relevance are a 
trade-off, because users usually concern only some specific 
subtopics.  If search results contain many rare subtopics, the users 
need to spend much time to search relevant documents on the 
report pages.  

In this paper, we aim to mine subtopics as many as possible.  On 
the one hand, too many subtopics may provide diversified 
information, and thus introduce many irrelevant documents.  That 
becomes a relevance issue.  On the other hand, if only the 
similarity between documents and a query is considered, we may 
retrieve many relevant documents of the same topics.  That 
becomes a diversity issue.  Therefore, how to trade-off the 
diversity and the relevance issues is important.  We construct an 
information retrieval system that can keep the quality of results 
and allow the top-ranked results to contain multiple important 
subtopics.  We propose two models for Subtopic Mining subtask 
of NTCIR-9 Intent task, such as clustering based model and 
related search based model.  Moreover, we propose two re-
ranking models to re-rank the search results based on the 
subtopics mined from our subtopic mining models for Document 
Ranking subtask of NTCIR-9 Intent task. 

The rest of this paper is organized as follows.  The related work is 
presented and compared in Section 2.  The experimental dataset 
used in this study is described in Section 3.  The subtopic mining 
models and the document ranking model are introduced in Section 
4.  Experimental results are shown in Section 5.  Lastly, Section 6 
concludes the remarks. 
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2. RELATED WORK 
Queries are usually short and even ambiguous.  To realize the 
meanings of queries, researchers define taxonomies and classify 
queries into predefined categories.  At the query level, Broder [3] 
divided query intent into navigational, informational and 
transactional types. Nguyen and Kan [7] characterized queries 
along four general facets of ambiguity, authority, temporal 
sensitivity and spatial sensitivity.  Manshadi and Li [6] classified 
queries into finer categories.  At the session level, Radlinski and 
Joachims [8] mined intent from query chains and used it for 
learning to rank algorithm.  Boldi et al. [2] created graphs with 
query phrase nodes and used them for query recommendation.   

Diversifying search results have been studied at various levels and 
applied to different applications.  The importance of diversifying 
the retrieved results has been recognized in the work [14].  The 
main idea of the work is that the relevance of a document depends 
not only on itself, but also on its relations with other documents.  
Yue and Joachims [13] formulate such a task as the problem of 
predicting diverse subsets; in particular, they propose a machine 
learning model based on maximizing word coverage.  Agrawal et 
al. [1] present a systematic approach to diversifying search results 
that aim to minimize the risk of dissatisfaction of the average user.  
Raei et al. [9] regard the problem of diversifying results as 
expectation maximization and conduct experiments on query log, 
in an attempt to broaden the coverage of the retrieved results via 
user history.  Santos et al. [11] use query formulation for the 
purpose of diversifying search results.   Among the related work, 
this work in [4] is the most similar to ours, in which four types of 
data sources, including anchor texts, query logs, search results 
clusters, and web sites, are employed for the diversity task.  In 
addition to the four resources, our approach also exploits the 
external knowledge sources such as related search information of 
commercial search engines, and analyzes their effects on 
diversified retrieval.  

3. DIVERSIFIED RETRIEVAL SYSTEM 
Figure 1 shows the proposed framework for a diversified retrieval 
system, which contains two main subtasks such as subtopic 
mining and document ranking.  Two models are explored in the 
subtopic mining to generate the subtopics for a given query.  The 
first model mines subtopics from documents itself by document 

clustering and the second model applies several external resources, 
including the related search information provided by three 
commercial search engines (Google, Yahoo, and Bing).  After 
generating subtopics of a given query, the document ranking 
model will re-rank the search results according to subtopics mined 
from subtopic mining models.  In the following sections, we 
describe how to obtain subtopics for a given query from the two 
different models and how to re-rank the search results. 

3.1 Subtopic Mining 
This section introduces two models for subtopic mining, including 
clustering based model and related search based models. 

3.1.1 Clustering Based Model 
For document clustering, we use a clustering algorithm to 
discover the subtopics within the initial retrieved results for a 
query.  Features are extracted from the retrieved results and the 
weight of a feature is determined by tf-idf as follows.   
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Where freqi,d is the frequency of feature i in document d, maxd 
freq is the maximum feature frequency in document d, N is the 
total number of documents, and ni is the number of documents in 
which feature i appears.   
The K-means clustering algorithm [5] is performed on the 
retrieved results and the documents of similar intent are put 
together in a cluster.  For each term in a cluster, its tf-idf value is 
calculated.  The term of the highest tf-idf value in a cluster is 
selected as a subtopic of the query.  

3.1.2 Related Search Based Model 
Most commercial search engines provide the related search 
mechanisms based on their query logs, which record users’ 
searching and browsing behaviors.  The related search mechanism 
provides external knowledge sources to subtopic mining.  Related 
search query is expanded from the original query.  The expanded 
query describes an information need more precisely based on 
global user search behaviors recorded in the query logs.  Given a 
query, we collect the related search queries and each related 
search query is regarded as a subtopic.   

 
 

 
Figure 1 Framework of a Diversified Retrieval System 
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3.2 Document Ranking  
This section introduces two diversification algorithms for re-
ranking the original retrieved results, including round-robin and 
subtopic for diversification. 

3.2.1 Round-Robin for Diversification 
Round-robin is a well-known merging algorithm for merging 
results of various retrieval models.  The main idea is to select the 
highest relevant documents from each subtopic, and then combine 
the selected documents as a final ranking list.  Given a query, 
there are four major steps in our experiments:  

Top n documents are retrieved by Indri search engine.  
The K-means clustering algorithm is used to arrange the n 
documents into appropriate clusters in terms of subtopics.  
The clusters are arranged in the descending order based on 
their size. 
The most relevant document is selected from each cluster in a 
round way from larger clusters to smaller clusters. 

3.2.2 Subtopic for Diversification 
A document which belongs to more than one subtopic tends to 
have higher probability to satisfy different users, thus it is 
preferred.  Round-robin algorithm does not allow a document in 
more than one subtopic.  We propose a greed algorithm which 
integrates clues of various resources to quantify both relevance 
and diversity.  The Rel function measures a document by 
relevance and the Div function estimates a document by diversity. 
The Div function gives a penalty to a document being considered 
if it has the same subtopics with the documents which have been 
selected.  Given a query q and an original rank list Rq for query q, 
these two functions are defined as follows. 
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Where m is number of subtopic mining algorithms being used, ni 
is number of subtopics generated by subtopic mining algorithm i, 

( , )qrank d R returns the rank of document d in the retrieval result 
list of query q, ,( , )i jsrank d R returns the rank of document d in the 
document list which belongs to subtopic ,i jsR  (i.e., the j-th 
subtopic generated by subtopic mining algorithm i, and ,i jsR will 
be set to a very large value when d is not in ,i jsR ), L is a set of 
documents which have been selected and  is a penalty value for 
duplicate subtopics (0 1).   

Finally, we linearly combine Rel and Div with a subtopic 
diversification function as follows where  is a weight of 
document relevance.  If the parameter  equals to 1, then the 
ranking score will be generated according to the relevance part 
only. 

arg max [ (1 ) ]
qd R Rel Div  

Algorithm 1 is used to generate a ranking list by subtopic 
diversification.  For each iteration, the algorithm attempts to 
select the documents that can maximize the relevance and 

diversify of the final ranking list.  The selected pages have to 
cover as many subtopics as possible.  As mentioned before, the 
subtopics are mined by the related search model.  We utilize three 
commercial search engines for the reference searches.  After 
obtaining the related search query (i.e., subtopics), we query a 
search engine again using the related search queries.  Each 
subtopic gets a subtopic ranking list.  URLs of the original 
retrieved results for a given query are matched with those URLs 
in each subtopic ranking list.  If a URL appears in the 
corresponding ranking list, then the document is assigned to the 
subtopic.  Note that a document may be placed into more than one 
subtopic list. 
 

Algorithm 1. A subtopic diversification algorithm 
Input: A query q, a set of retrieved document Rq, a rank list of 

subtopics Rs 

Output: a set of documents L 

1: L   
2: while |L| < 1000 
3:      d_max  arg max [ (1 ) ]

qd R Rel Div  

4:     L  L {d_max} 
5:     Rq  Rq - {d_max}  
6: end while  
7: return L  

 

4. EXPERIMENTS
We participate in the Subtopic Mining and the Document Ranking 
subtasks in NTCIR-9 Intent task.  We submit 3 Chinese runs to 
Subtopic Mining, 4 Japanese runs to Subtopic Mining, 1 Chinese 
run to the Document Ranking subtasks and 2 Japanese runs to the 
Document Ranking subtasks.  The task definition and experiment 
results are presented in the section. 

4.1 Resource Preprocessing 
The two main resources adopted in this work come from Sogou1 
and ClueWeb09 collection2.  Sogou search engine is one of major 
search portals in China.  The query logs consist of huge user 
interaction collected from June 1, 2008 to June 31, 2008.  Six 
fields are recorded in the query logs, including timestamp, userID, 
query content, click rank, click order, and clicked URL.  In 
addition, Sogou provides some related resources such as clicked 
URL content, query type (navigational/informational), hyperlink 
graph data (in-link and out-link) and PageRank score of each 
clicked URL.  The size of raw data is about 500 GB after 7z 
compression.  In this study, Clicked URL content are segmented 
by Stanford Chinese Word segmenter 3  and indexed by Indri 
search engine, which is very popular academic information 
retrieval API. 
Japanese document collection ClueWeb09-JA was extracted from 
the ClueWeb094 collected by the Language Technologies Institute 
at Carnegie Mellon University.  The ClueWeb09-JA collection, 

                                                                 
1 http://www.sogou.com 
2 http://lemurproject.org/clueweb09/ 
3 http://nlp.stanford.edu/software/segmenter.shtml 
4 http://lemurproject.org/clueweb09/ 
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which consists of 67.3 million web pages, was crawled between 
January and February 2009.  Similarly, all content in the dataset 
are segmented by Mecab segmenter5 and indexed by Indri search 
engine after stop word filtering. 

4.2 Task Definition 
 In the Subtopic Mining subtask, systems are asked to return a 
ranked list of subtopic strings in response to a given query.  A 
subtopic could be a specific interpretation of an ambiguous query 
(e.g. “apple computer equipments” or “apple fruit” in response 
to ”apple”) or an aspect of a faceted query (e.g. “Apple iPhone 
App” in response to “Apple iPhone”). 

The Document Ranking subtask evaluated selectively the 
diversified search results.  Systems were expected to (i) retrieve a 
set of documents that covers intents as many as possible; and (ii) 
rank documents which are highly relevant to more popular intents 
at higher rank of search results.  

4.3 Evaluation Metric 
Experiments are evaluated by the three well-known metrics: D-
nDCG [10] which measures overall relevance across intents and 
Intent Recall [1] (abbreviated as I-rec) which measures diversity.  
For these two metrics, we list the performance at depths (i.e., 
number of top ranked items to be evaluated) of l = 10, 20 and 30, 
in order to comprehensively examine the effect of the proposed 
systems.  D#-nDCG is a linear combination of I-rec and D-nDCG. 

4.4 Experimental Results  
Table 2 shows the run description for Chinese/Japanese Subtopic 
Mining subtask and Table 3 presents the run for Chinese/Japanese 
Document Ranking subtask. 

Table 2 Subtopic mining subtask run 

Chinese 
Run Name Description 

NTU-S-C-1 Clustering based model 
NTU-S-C-2 Related search based model via Google 
NTU-S-C-3 Related search based model via Bing 

Japanese 
Run Name Description 

NTU-S-J-1 Clustering based Model 
NTU-S-J-2 Related search based model via Google 
NTU-S-J-3 Related search based model via Bing 
NTU-S-J-4 Related search based model via Yahoo 

 

Table 3 Document ranking run 

Chinese 
Run Name Description 

NTU-D-C-1 Round-robin for diversification ranking 
Japanese 

Run Name Description 
NTU-D-J-1 Round-robin for diversification ranking 

NTU-D-J-2 Subtopic mined from Google for 
diversification ranking 

 

                                                                 
5 http://mecab.sourceforge.net/ 

Tables 4 shows our system performance of various subtopic 
mining models on the mean intent recall (I-rec), D-nDCG and D#-
nDCG values for depths of 10, 20 and 30 in Chinese subtopic 
mining subtask.  The baseline model is clustering based model 
(NTU-S-C-1) with K-means clustering (K=10).  As shown in the 
table, the related search based models outperform the clustering 
based model.  The related search based model (NTU-S-C-2) with 
Google achieves the best D#-nDCG@10 of 0.5615, 
outperforming the baseline about 22%.  In addition, performing 
on the subtopics mining from Bing search engine (NTU-S-C-3) 
obtains 0.5558 in terms of D#-nDCG@10.  The conclusion, i.e., 
related search subtopic mining models is better than clustering 
based model, meets our expectation because the K-means 
clustering algorithm depends on parameter k.  Different numbers 
of clusters may be generated for different queries because a query 
may have various interpretations if it is ambiguous.  The 
performance is decreased if more depth is considered.  It may be 
due to the fact that the number of intents per topic less than 10 in 
general.  Figure 2 in the overview paper of NTCIR-9 Intent Task 
[12] shows the details.  Therefore, the subtopic mining models 
may propose duplicated subtopics because the number of 
subtopics is less than depth of evaluation metric. 
Table 5 shows the Japanese subtopic mining experiment results 
which are revised results in the overview paper of NTCIR-9 Intent 
Task [12].  The tendency is similar to Table 4.  Related search 
based model performs better than the clustering based model.  
The experimental results reflect again the related search based 
model is quite useful on Subtopic Mining subtask.  

Table 6 lists the experimental results of Chinese Document 
Ranking subtask.  As shown in the table, with the round-robin for 
diversification based on subtopics minded from clustering-based 
model with K = 10 achieves D#-nDCG@10 of 0.4747.   
Table 7 shows the experimental results of Japanese Document 
Ranking subtask.  Unfortunately, our submitted runs are not 
included in the pools and the overview paper of NTCIR-9 Intent 
Task [12] explains the situation.  In total, there are 3,167 
documents are unjudged. The submitted runs of our team are 
evaluated by the pooled ground truth generated by other 
participated teams due to lack of resources.  As shown in the table, 
our proposed model, the document ranking model using subtopics 
mined from Google outperform the round-robin based model.  
The subtopic based document ranking model (NTU-D-J-2) 
achieves the best D#-nDCG@10 of 0.4464, better than a baseline 
which is round-robin based document ranking model.  Two 
reasons may explain the phenomenon.  The first reason is the 
coverage of the mined subtopics for a given query.  The subtopics 
mined by clustering based model are used in the round-robin 
based document ranking model.  The performance of the 
clustering based model is lower than the related search based 
model under Subtopic Mining subtask.  That will influence the 
performance of the round-robin document ranking model because 
the clustering based model may miss some subtopics.  The second 
reason is that the round-robin based document ranking model 
does not allow a document in more than one subtopic.  A 
document belongs to more than one subtopic which tends to have 
higher probability to satisfy different users and it should be at 
higher rank.  However, the round-robin based document ranking 
model rank documents only considering the cluster size.  
Documents which belong to more than one subtopic are unable to 
re-rank at higher rank if it belongs to a smaller cluster. 
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5. CONLUSION AND FUTURE WORK 
This paper proposes systems for Subtopic Mining and Document 
Ranking Subtasks in NTCIR-9 Intent Task.  In Subtopic Mining 
subtask, clustering based and related search based approaches are 
employed to mining subtopics for a given query.  In Document 
Ranking Subtask, round-robin and subtopic diversification 
algorithms are applied to re-rank the results retrieved by the 
mined subtopics.  A set of experiments is carried out to verify the 
effectiveness of the proposed system. Future directions include 
how to integrate more knowledge resources into the system 

further, such as social information, and how to extend this work to 
diversify Web search results with taxonomies like Open Directory 
Project (ODP). 
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Table 4 Results of Chinese subtopic mining subtask 

 I-rec D-nDCG D#-nDCG 
Run Name @10 @20 @30 @10 @20 @30 @10 @20 @30 
NTU-S-C-1 0.4335 0.4335 0.4335 0.4836 0.3140 0.2432 0.4586 0.3738 0.3384
NTU-S-C-2 0.4683 0.4683 0.4683 0.6546 0.4242 0.3278 0.5615 0.4463 0.3980
NTU-S-C-3 0.4807 0.4807 0.4807 0.6308 0.4090 0.3163 0.5558 0.4449 0.3985
 

Table 5 Results of Japanese subtopic mining subtask (Revised) 

 I-rec D-nDCG D#-nDCG 
Run Name @10 @20 @30 @10 @20 @30 @10 @20 @30 
NTU-S-J-1 0.3021 0.3021 0.3021 0.2409 0.1741 0.1522 0.2715 0.2381 0.2272
NTU-S-J-2 0.4442 0.4442 0.4442 0.4244 0.3043 0.2647 0.4343 0.3742 0.3544
NTU-S-J-3 0.4205 0.4205 0.4205 0.3913 0.2831 0.2469 0.4059 0.3518 0.3337
NTU-S-J-4 0.3935 0.3935 0.3935 0.4060 0.2904 0.2509 0.3998 0.3420 0.3222
 

Table 6 Results of Chinese document ranking subtask 

 I-rec D-nDCG D#-nDCG 
Run Name @10 @20 @30 @10 @20 @30 @10 @20 @30 
NTU-D-C-1 0.6180 0.6952 0.7169 0.3314 0.3706 0.3473 0.4747 0.5329 0.5321
 

Table 7 Results of Japanese document ranking subtask 

 I-rec D-nDCG D#-nDCG 
Run Name @10 @20 @30 @10 @20 @30 @10 @20 @30 
NTU-D-J-1 0.5819 0.6936 0.7290 0.2426 0.2530 0.2582 0.4122 0.4733 0.4936
NTU-D-J-2 0.5975 0.6817 0.7255 0.2953 0.2825 0.2743 0.4464 0.4821 0.4999
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