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L lask DESCHRIPLION

hhe team: off FudanNICR participated” NICIR=-9" RIME 2011

Chinese simplified BC andtIVIC subtasks: For: tWor gIVEnR: text

fragments:

1L BC subtask: Find WhHELHEr one can ke entalled by the Gther.

2.MIC subtask: Eind more detarled: logic relations: Hetween
texts, Icluding forward entailment, backward: entailment,
pI-direction entarlment, contradictory and INAepENCERCE.

2. System oNervaew

—text—- Prepracessing

tagged texts-» Feature Extraction

tagged texts features

Training

System select several features on shallow semantic level. The
following features are constructed for use In the traming of
the model, and producing entailment predictions.
1.
Based on the guideline of judging whether t1 entails t2 or
not, t2 that introduce entities which are not mentioned by
t1 Iindicates t2 cannot be entailed by t1, and vice versa.

If t1 and t2 happened In different periods of time, they can
hardly entailed by each other.
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SImplest Ut useful feature, Il 1S muchrlonger: than t2, It
Seems, that td gives more mfermation: than: t2; So t2 cannot
entanl t1. And 1t and t2 are not Similar eneugh, they: may/
talk albeut different things.

hhe existence of negation Words, and: antenyms; always
Indicate contradictonry: Petween text pairs. System: (akes
advantages off Hownet antonym: dictionary. (0 Gdetect
negation or antonym: BetWeen texts

A EXPERITIENTS

System uses LiIbSV/M forr model training. \We trained two
different models with the only difference that feature
Was extracted by run 2 but net by run 1.

Runl ERun?2?
BC subtask 0.746 0.76
MC subtask 058 00585

Funl ERun?

Y 0871 0.848
N 0521 0.604

FASUITITTCURY

The team of FudanNLP’s system Is built on machine learning

framework with features selected on shallow semantic
methods. System gets an accuracy as /6% on BC task and
58.5% on MC task. During experiments, It turns out that
many problems cannot be solved without deep understanding
of texts, future research of deep semantic understanding IS
required.
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