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ABSTRACT 
In this paper, we describe ZZX_MT machine translation system 
for the NTCIR-9 Patent Machine Translation Task(PatentMT). 
We participated in the Chinese-English translation subtask and 
submit three results, which correspond to three different models 
or decoding algorithms respectively. Both of the first two are 
phrase-based SMT approaches integrating the BTG constraint into 
reordering models, and the last one is a hybrid system, which is 
an SMT system while using an example-based decoder. 

Categories and Subject Descriptors 
I.2.7 [Computing Methodologies]: ARTIFICIAL 
INTELLIGENCE  – Natural Language Processing 

General Terms 
Experimentation, Languages 

Keywords 
Phrase-based SMT, BTG, Hybrid MT System, Example-based 
Decoder. 

Team Name: [BUAA]  

SubTasks/Languages: [Chinese-English] 

External Resources Used: [Giza++, Mmoses, SRILM, Stanford 
Parser, ICTCLAS] 

 

1. INTRODUCTION
Since the syntax is different between the source and target 
languages, reordering is necessary in the phase-based Statistical 
Machine Translation (SMT) systems[1-6]. In the previous stage, 
researchers provided some local reordering models[1,7-9], most of 
which only use simple heuristic rules about the positions to limit 
the reordering. However, they can not explain the complex 
structures relationship between the source and target language 
sentences. Thus, for two languages which are very different in 
syntactic structure, such as Chinese and English, these local 
models are not enough. 

In order to solve the problem, many researchers[10-14] try to 
introduce the syntactic knowledge into the SMT to constrain the 
phrase reordering globally, and they have proposed various 
different ways to make use of syntactic knowledge in SMT. 
According to Chiang[13], the syntactic knowledge used in the SMT 

can be divided into two types, one is the linguistic syntax and the 
other is the formal syntax. 

In this paper, we describe our machine translation system 
ZZX_MT, which is a hybrid system, i.e., it is a log-linear phrase-
based statistical machine translation system (PBSMT), while 
using different sub-models as features, and decoding algorithms, 
especially it has an example-based decoder.  

As a PBSMT, ZZX_MT uses a Tree-Tree model to combine the 
global and local reordering together. In this model, we will use 
the BTG for the global reordering, and assume the structure of the 
BTG tree is independent of the local reordering of the two 
adjacent phrase pairs, so we can design the global and local 
reordering models respectively. Also, we provide a tree 
isomorphism model to use the source-side parser tree to constrain 
the BTG tree, and provide a local reordering model. Through the 
tree isomorphism model, we can incorporate the linguistic 
syntactic knowledge into the formally syntax-based translation 
model. 

In order to consider the global reordering further, ZZX_MT 
provides an example-based decoder, using the translation example 
to constrain the translation sentence’s structure. 

The rest of this paper is organized as follows: section 2 presents 
ZZX_MT’s components; especially tree-isomorphism model and 
the example-based decoder; in Section 3, we describe the 
experiments in the PatentMT sub-task[15]. Then, we conclude in 
Section 4. 

2. ZZX_MT System 
ZZX_MT system is a modular MT engine, which mainly consists 
of the following components: 

Word Alignment: taking in the bilingual word-aligned 
training corpus through Giza++, obtains the Viterbi word 
alignment for each sentence pair, in our system, the word 
alignment must satisfy the BTG constraint. 

Model Training: taking in the bilingual word-aligned 
training corpus, extracts the valid phrase pairs and builds 
the translation model and the reordering model. 

Decoding: given a source sentence, search the best 
translation using the word-aligned corpus and the translation 
model, reordering model and language model. 
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2.1 Word Alignment 
Word alignment is the basis of the SMT system. In our system, 
word alignment needs to satisfy the BTG constraint, which is 
derived from the BTG grammar.  

BTG[10] is a synchronous context-free grammar, which generates 
two output streams simultaneously. It consists of the following 
five types of rules: 

ececAAAAA /|/|/||][  
(1) 

where A is the only non-terminal symbol, [] and <> represent the 
two operations which generate outputs in straight and inverted 
orientation respectively. c  and e  are terminal symbols, which 
represent the phrases in both languages, and represents the null 
word. Each rule is assigned a probability.  The first two rules are 
called combining rules and the last three ones lexical rules. 

Since the BTG model only needs to preserve the constituent 
structure, i.e. the binary branching tree structure, which 
introduces a weak cross constraint[10], the model achieves a great 
flexibility to interpret almost arbitrary reordering during the 
decoding, while keeping a weak reordering constraint in the 
global scope.  

In order to incorporate the BTG information in our translation 
model, we obtain the word alignment satisfying the BTG 
constrain. 

Thus, after receiving the initial word-aligned bilingual corpus by 
Giza++, ZZX_MT will run a post-processing word alignment 
procedure, which uses log-linear word alignment model, which 
consists of the following features: 

Conditional Probability Model: using the p(c|e) and p(e|c) 
as the base features, which are generated by Giza++.

BTG constraint: counts the number of links in the word 
alignment, which violating the ITG constraint. In order to 
ensure that the result word alignment satisfies the 
constituent structure, we set a very small negative weight 
for this feature, so that the word alignment will not be used 
whenever this feature occurs. 

In this translation task, since having no the word-alignment 
develop set, so we did not tune the features’ weights and set the 
weights of features p(c|e) and p(e|c)  as 0.5 respectively, and set 
the weight of BTG constraint as -1000. 

2.2 Model Training 
After obtaining the word-aligned corpus which satisfying the 
BTG constrain, we can train our translation models and reordering 
models.  

ZZX_MT is basically a phrase-based SMT system, in order to 
incorporate the BTG information into the translation system, 
ZZX_MT regards the process decoding as a sequence of 
applications of rules in (1), thus we will obtain a BTG tree in the 
ending of the decoding, i.e. the source and target sentence pair 
(C,E) will be a derivation D of the BTG.   

Thus, ZZX_MT consists of the following models as features: 

Lexical rule models 

K

i
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Where, )( kbe  represents the target phrase e  in block kb  (i.e., a 

phrase pair), and )( kTc is the source phrase c  in sub-tree kT . 

And ))(|)(( kk Tcbep represents the probability that kT  generates 

the block kb ; while  ))(|)(( kkw Tcbep  is the corresponding 
lexical probability, i.e., the internal mapping probability. 
Similarly, ))(|)(( kk beTcp  represents the probability that kb  

maps to kT , and ))(|)(( kkw beTcp  is the lexical probability. 
The four models above correspond to the normal phrase and 
lexical translation models in the Phase-based SMT, which can be 
trained through the word-aligned corpus straightforward. 

Language model 

)(log),,(5 EpGTCh lmC   

We train the language model using the SRILM, taking in the n-
gram order as 3. 

Word-Punishment model 

IGTCh C ),,(6   

I  is the length of the target sentence, which is the number of the 
words in the target sentence.  

Phrase-Punishment model 

KGTCh C ),,(7   

K  is the number of lexical rules in the BTG tree. 

Local reordering model: 

),|(log),,(8 krklk
k

C bbopGTCh   

Where ko  represents the orientation between two adjacent blocks 
in the BTG tree, and the value can be invert or straight. And 

),|( krklk bbop is the probability of the given orientation 
involving the two blocks.  

We can train this model as follows: 

),(
),,(),|(

1

1
1

kk

kk
kk bbcount

bbocountbbor   
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Where ),,( 1kk bbocount  is the frequencies that the two adjacent 
blocks are in straight or inverted orientation respectively. 

However, due to the constraints for corpus size and the memory 
of the computer, it is impossible to collect the reordering of any 
two blocks; and in general, the larger the block is, the smaller the 
frequency it occurs, so that the reordering probabilities are not 
accurate.  

So, instead of recording all the reordering of any two blocks, we 
try to use the child blocks to predicate the reordering of any two 
adjacent blocks. ZZX_MT uses two adjacent child blocks of the 
two blocks to calculate the probabilities approximately. 

Tree isomorphism model: 

)|Pr(),,(9 CGC TTGTCh   

Where CT  is the parser tree of the source sentence, and GT is the 

BTG tree, )|Pr( CG TT  represents the probability of generating 
the BTG tree after given the parser tree. 

In order to incorporate the syntactic knowledge, we take the 
syntactic parser tree of the source sentence as the basic 
framework to generate the BTG tree, trying to make the two trees 
keep similar; and the BTG tree may tune the structure according 
to the concrete situations. So the model would be more robust to 
the syntactic parser tree. The tree-tree model incorporates the 
linguistically syntactic knowledge, and through the use of the 
BTG model, it can explain the big difference between the 
languages. 

Besides, when keeping the basic syntactic structure, the model 
will select the combining orientation based on the local reordering 
model. Thus, the tree-tree model can reorder the phrases globally 
based on the trees, and tune the orientations locally.  

Additionally, our tree-tree model need not extract translation rules, 
making it very easy to train the model. 

In the following sections, we will describe how to train or 
calculate the tree isomorphism model. 

2.2.1 Tree isomorphism model  
Our tree-tree model makes use of the syntactic parser tree of the 
source sentence to motivate the building of the BTG tree. And the 
tree isomorphism model ensures the structures of the two trees are 
similar, and it can also make some revise to increase the 
explaining ability of the tree-tree model and to strengthen the 
fault-tolerance to the parser tree. 

In this tree-tree model, the so-called isomorphism between the 

parser tree and the BTG tree, refers to that for each sub-tree kT  in 

the parser tree, we can find a mapping 
kTG  in the BTG tree, and 

kTG  is independent, i.e., it is a sub-tree in the BTG tree.  

Fig. 1 demonstrates an isomorphic example, where the dot lines 
represent the successful mapping. Because the “  ” and “  

” have formed an integration, they can be taken as leaf nodes,  
so we need only consider the corresponding two sub-trees. 

 

1 2 3 4 5 

 / the nearest / cassino / where ‘s 
Fig. 1. An example demonstrates the tree isomorphism. The 

dot lines represent the mapping between sub-trees. 
Considering the difference between languages, it must not be 
fully isomorphic for the BTG tree and the parser tree. So, we can 
model the isomorphism of them by calculating the similarity 
between them.  

About the tree similarity measure, the straightforward method is 
to calculate the edit distance, i.e., the operation number to obtain 
another tree by adding, deleting and modifying nodes in one tree. 
However, the calculation of the tree edit distance is very complex.  

Thus, we propose a simple similarity metric: counting the number 
of the same valid phrases to calculate the similarity. The 
underline assumption is: the valid source phrase generated in the 
parser tree should be likely to be translated as a whole to the 
target phrase. Then the source phrase and the target phrase will 
form an independent sub-tree in the BTG tree. So we can use the 
number of the sub-trees in the BTG tree, which are formed 
through the valid phrases in the parser tree, to measure the 
similarity between the two trees. 

We call all the phrases that can be extracted in parser tree and 
BTG tree as “valid phrases”, the method to extract them is: 
extracting the corresponding continuous word sequence of the 
nodes. And the similarity metric as follows: 

|)(|
|)()(|),(

1

21
21 TPhrase

TPhraseTPhraseTTSim  
 

Where 1T  is the parser tree, and 2T  is the corresponding binary 
branching tree of the source language in the BTG tree.  

)(Phrase  represents the valid phrases in the tree, and 

|)(| Phrase  denotes the number of the valid phrases in the tree. 

2.3 Decoding
ZZX_MT system includes two decoders, the first one is a CKY-
style decoder, which regard the process of the decoding as a 
sequence of applications of rules in (1), and taking the above 
models as features. In order to evaluate the tree isomorphism 
model, we compare with two results with or without using this 
model. 

)(),,(9 mappingthefindnotcanTGTCh k
T

C
k

 

― 631 ―

Proceedings of NTCIR-9 Workshop Meeting, December 6-9, 2011, Tokyo, Japan



2.3.1 The example-based decoder 
The example-based [16] decoder consists of two components: 

Retrieval of examples: given the input Chinese sentence C0 
and the bilingual word-aligned corpus, collects a set of 
translation examples {( C1, E1, TA1) ,( ( C2, E2 , TA2),....} 
from the corpus, where the Ck in each translation example 
is similar to the input sentence. 

Decoding: given the input and the translation examples and 
the translation models, language models and reordering 
model, searches the best translation for the input.  

 

During the decoding, we execute the following two steps: 

Matching

For each translation example (Ck, Ek, TAk) consists of the BTG 
tree, we can match the input sentence with the tree, and get some 
translation templates for each translation example, in which some 
input words (monolingual phrases) are translated and they must 
maintain the constituent structure, and some phrases are un-
translated. I.e., the template is a partial translation. We call the 
un-translated phrases as child inputs, and  try to translate them 
using the basic CKY-style decoder. 

Merging

If one child input is translated wholly, i.e. no phrase is un-
translated. Then, it should be merged into the parent translation 
template to form a new template. If all child inputs are translated, 
then returning the final translation. When merging, we must 
satisfy the BTG constraint.  

When decoding, we need to evaluate the translate template using 
the following function: 

)(log)|(log)( untranstranstrans CHCEPtempf   

Where )|( transtrans CEP  is the probability for the translated 
phrases, which can be calculated using the SMT model, and the 

)( untransCH  is the estimated score for the untranslated phrases 
which can also be estimated using the SMT. 

3. Experiments
We carried out experiments on the NTCIR-9 Patent Machine 
Translation subtask: C-to-E, which provides a sentence-aligned 
training corpus consisting of about 1,000,000 Chinese-English 
sentence pairs from bilingual patent documents.  

We take the following steps to train our models: 

1. Preprocessing: segmenting the Chinese sentences using the 
ICTCLAS; tokenizing the English sentences; 

2. Word Alignment: using the Giza++ to train the initial word 
alignment; 

3. Alignment Post-Processing: using our word alignmenter to 
process the results from step 2, and obtain the word-aligned 
corpus satisfying the BTG constrain; 

4. Model Training: extracting the phrase-pairs and recording 
the orientation between each phrase-pair with its adjacent 

phrase-pairs; then calculating the translation model and 
reordering model. 

5. Language Model Training: using the SRILM to train the 
language model, and the corpus is patent_alt_us2005b only. 
And the n-gram order is 3. 

After trained the models, we tuned the log-linear model using the 
above features. In order to evaluate the tree model, we turned two 
models with and without the tree model. 

After tuning, we tested our system using the two models and then 
tested it using the example-based decoder with the tree model. 

During the turning and decoding, we used the Stanford parser to 
parsing the Chinese sentence. 

The final results are showed in Table 1 and Table 2 from the 
committee. 

 
Table 1.  Test Results Using the Automatic Metrics 

Systems BLEU NIST 

PBSMT_without_treemodel 0.2631 7.4774 

PBSMT_with_treemodel 0.2619 7.4706 

ExSMT_with_treemodel 0.2649 7.4924 
 

Table 2. Test results via Evaluated Manually 

System average
adequacy 5 4 3 2 1 

ExSMT_w
ith_treemo

del 
3.297 34 76 140 45 5 

(a) adequacy 
 

System 

pairwis
e

compar
ison

score 

tie A
A A B C F 

ExSMT_
with_tree

model 
0.486 0.257 9 23 63 60 145

(b)  acceptability 
 
The results showed that the system with example-based decoder 
will gain improvement than the other two systems. In addition, 
after analyzing the results, we found that if the system could find 
the similar examples, it would generate better translated text. 
However, for we used a strict condition to retrieve the similar 
examples, most of the source sentences could not find the similar 
examples. And we will search more effective algorithms to 
improve this. 

However, to our surprise, we found that the system with tree 
model did not gain better result than the one without tree model. 
And we need to analysis it further. 

4. Conclusions
In this paper, we proposed SMT system with an example-based 
decoder, which is derived from the BTG, for the NTCIR-9 Patent 
Machine Translation Task. This approach will take advantage of 
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the constituent tree within the translation examples to constrain 
the flexible word re-ordering, and it will also make the omitted 
words have the chance to be translated. Combining with the 
reordering model and the translation models in the SMT, the 
example-based decoder obtains an improvement over the baseline 
phrase-based SMT system. 
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