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ABSTRACT

We present a two-stage statistical machine translation (SMT)
framework as proposed in [10]. In the first stage, it re-
solves structural differences using a phrase-based SMT with
syntax-aided preprocessing (SMT1). In the second stage, it

resolves lexical differences using a phrase-based SM'T (SM'T2).

For morpho-syntactically divergent language pairs such as
English-Japanese, this framework strengthens the structural
transfer of phrase-based SMT whose capability for lexical
transfer has already been well established.

Translation from a morphologically-poor language (isolat-
ing language) to a morphologically-rich one (agglutinative
language) is more difficult than the converse. Our proposed
approach fills morpho-syntactic gaps with the transferred
syntactic roles. It facilitates the generation of adequate case
markers that appear only in the target languages.

In addition, we take into consideration word order dif-
ferences between English and Japanese. Our proposed ap-
proach moves modality-bearing words to the end of a sen-
tence as Japanese is a verb-final language.

Finally, as they are complementary, we combine the two
above-mentioned approaches in a cascaded model to perform
a more generalized structural transfer. The input sentences
are syntactically reordered, and the thematic divergences of
the subject and object relations of the reordered sentences
are then resolved, and vice versa (transfer and reorder).
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1. INTRODUCTION

Resolving lexical and structural ambiguities both within
a language (monolingual ambiguity) and between two lan-
guages (bilingual ambiguity) are major problems in all ma-
chine translation (MT) systems. In most MT systems, mono-
lingual ambiguity is usually resolved in the analysis phase of
the source language. Bilingual ambiguity refers to the trans-
lational (transfer) ambiguity caused by lexical and structural
differences between languages. Therefore, an effective lexi-
cal and structural transfer directly impacts the performance
of an MT system.

Many different techniques have been developed with the
goal of enabling statistical machine translation (SMT) sys-
tems to resolve transfer ambiguities. The capability of mod-
ern SMT systems for lexical transfer has been unequivocally
established in phrase-based SMT (PBSMT) system, but the
structural transfer of these systems is still poor. Augmenting
SMT systems with the capability for resolving structural dif-
ferences has become the main focus area in current research
e.g. syntax-aided PBSMT and syntax-based SMT.

Syntax-aided PBSMT refers to independent sub-components
such as pre- or post-processing approaches. These approaches
augment a phrase-based system for the structural transfer.
Syntax-aided phrase-based SMT is efficient in encoding the
linguistically motivated features because independent sub-
components do not introduce additional complexity to the
decoder. Syntax-based SMT increases decoding complexity
to a greater extent than syntax-aided methods because it
directly embeds the syntax in the translation model. Thus,
syntax-aided PBSMT is a loosely-coupled method, while
syntax-based SMT is a tightly-coupled one. In this study,
we focus on the syntax-aided preprocessing methods, pro-
posed in [10]. Syntax-aided preprocessing methods provide
the corpora for intermediate languages used in two-stage
SMT systems.

English-Japanese is a morpho-syntactically divergent lan-
guage pair. In this instance, the direction of translation is
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from a morphologically-poor language to a morphologically-
rich one. In addition, syntactic roles are implicitly expressed
by word order in English, while in Japanese they are ex-
plicitly expressed by case markers. These syntactic roles
are frequently transferred into other syntactic roles during
translating. Among various kinds of structural differences,
we focus on the thematic divergences of syntactic roles such
as subject and object between source and target languages.
Our proposed approach fills the morpho-syntactic gaps with
the transferred syntactic roles in order to resolve thematic
divergences.

From the viewpoint of word order typology, English is
a subject-verb-object (SVO) language with rigid word order
while Japanese belongs to a SOV language with flexible word
order. This difference in verb positioning causes difficulty in
generating correct verbal phrases for target languages. For
syntactic reordering, we move modality-bearing words to the
end of sentences as Japanese is a verb-final language.

2. RELATED WORKS

2.1 Morpho-syntactic reconstruction

The purpose of mopho-syntactic reconstruction is two-
fold. One is to decrease the morpho-syntactic differences
between the source and target languages, and the other is
to access syntactic information at the word level.

For morpho-syntactically divergent language pairs, the
granularity of lexical units and the representation methods
of syntax are completely different. Some researchers insert
pseudo words such as functional words unique in the tar-
get language [15], or syntactic relations [7, 8] into source
sentences to fill the morpho-syntactic gaps between two lan-
guages.

Other techniques include the use of supertags [6] or micro-
tags [1] to enrich the word with syntactic information. In
this approach, each word is supertagged using Lexicalized
Tree-Adjoining Grammar (LTAG) or Combinatory Catego-
rial Grammar (CCQG) supertag sets or enriched with micro-
tags i.e. per-word projections of chunk labels.

2.2 Syntactic reordering

One of the major weaknesses of phrase-based SMT is long-
distance reordering. Syntactic reordering restructures the
source sentences into a more target-like word order using
syntactic information as a guide. That is, as pre-processing
of SMT, the input are first syntactically analyzed, and then
reordered according to reordering rules. The reordering rules
can be hand-crafted [2, 8, 12, 13, 14] or automatically gen-
erated [3, 4, 9, 11, 16].

Syntactic reordering effectively compensates the low long-
distance reordering power of phrase-based SMT without in-
troducing additional complexity to the decoding process.
We can also turn on the distortion models to capture lo-
cal reordering not captured in the preprocessing stage.

Most syntactic reordering methods deterministically re-
order input sentences. As a result, once there is faulty re-
ordering, the mistakes cannot be recovered. To resolve this
problem, word lattice reordering (in which the preference
is encoded as the path probability in the lattice) has been
proposed as input instead of syntactic reordering [3, 9, 16].
However, we do not take that approach in this paper.

3. METHOD

Table 1: 6 Japanese case markers
Japanese grammatical functions Case markers
Subject; Object hi(ga)
Object; Path % (wo)
Genitive; Subject A (no)
Dative object; Location 12 (ni), 1213 (niwa)
Topic 13 (wa)

We present a two-stage framework that first resolves struc-
tural differences using a phrase-based SMT with syntax-
aided preprocessing (SMT1), and then resolves lexical dif-
ferences using a phrase-based SMT (SMT2), as proposed in
[10]. SMT1 and SMT?2 train E-E’ and E’-J corpora, respec-
tively, where E’ is a corpus in the intermediate language.

3.1 Transferring syntactic roles

In the case of English-Japanese, SVO patterns retain struc-
tural transfer ambiguities such as thematic divergences dur-
ing translating. We propose a preprocessing method that
transfers the syntactic roles of SVO patterns. As a result
of our proposed method, the transferred syntactic roles pro-
mote the generation of correct case markers in the target
languages. This transfer phase is realized in SMT1. The
process is similar to the structural transfer phase of a tra-
ditional transfer-based machine translation but without the
lexical transfer. We leave the lexical transfer to the SMT de-
coder as it is one of the greatest strengths of a phrase-based
SMT system.

To transfer syntactic roles of SVO patterns, we identify
grammatical relations in the source languages. More specif-
ically, we adopt grammatical relations that are produced by
the Stanford English typed dependency parsers. The pre-
vious work provides 7 grammatical roles that are related to
subject and object in English. *.

Training data for SMT1 is automatically constructed us-
ing a word-aligned and dependency-parsed English-Japanese
bilingual corpora. In other words, we generate the gold stan-
dard data of intermediate sentences (E’). More specifically,
for each word with a subject or object relation in the source
sentences, a case marker of the target language is assigned
via the word-alignment information.

This process should take into consideration the following;:
(1) Which case marker in the target language can be ob-
served through the structural transfer? (2) How many case
markers should we consider? If there are too many case
markers to predict, it will decrease the prediction accuracy
and the overall translation performance. Therefore, we focus
on only certain kinds of relations.

For each word with a subject or object relation in the
source sentence, if the aligned word is a content morpheme,
we find the Japanese bunsetsu that contains it, and the cor-
responding postpositions. If the corresponding postpositions
does not belong to one of the case markers listed in Table 1,
then we set this case to 'null’.

3.2 Syntactic reordering

!nsubj (nominal subjects), nsubjpass (passive nominal sub-

ject), scubj (clausal subject), csubjpaa (passive clausal sub-
ject), dobj (direct object), i0bj (indirect object), and cop
(copular)
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Algorithm 1 English syntactic reordering rules for predi-
cates

Input: L_Children, R_Children of a Predicate P

Output: L Advcl, L_Other, L _FromRight, L_Modal,
R_Modal, R_Other

for node N in L_Children do
if dep.relation of N € {aux, auxpass, neg, cop} then
L Modal < L_Modal U {N}
else
L_Other < L_Other U {N}
end if
end for
for node N in R_Children do
if dep.relation of N € {prt} then
R_Modal < R_Modal U {N}
else if dep.relation of N € {advcl} then
L_Advel + L_Advcl U {N}
else if dep.relation of N € {conj, cc, punct} then
R_Other < R_Other U {N}
else
L_FromRight < L_FromRight U {N}
end if
end for

Since Japanese is a head-final language, all to other el-
ements should take pre-verbal positions in Japanese sen-
tences. In [14], they used verb precedence to organize a
verb group and move it to the end of the sentence. Although
they did not use the term "modality-bearing word”, the ele-
ments that they grouped are closely related to that such as
phrasal verb particle, auxiliary verb, passive auxiliary verb,
and negation.

We place modality-bearing words 2 close to their verbal
heads. Every predicate in an English D-tree consists of left
children (L_Children) and right children (R_Children).

From the left children, the modality-bearing words (L_Modal)

are relocated near the predicate, while the other elements
(L_Other) remain on the left side of the predicate. For the
right children, the process is slightly different. Modality-
bearing words(R_Modal) are relocated near the predicate
(just like the L_Modal). However, most right children will
be moved to the left side of the predicate (L_FromRight)
since Japanese is a head-final language. A right child be-
longing to R_Other is either a coordination conjunction or
a punctuation. For the adverbial clause modifier, we move
it to the leftmost position (L_Advcl) of the given predi-
cate considering it is usually translated at the beginning of
Japanese sentences. After then, we obtain the reordered sen-
tence by traversing in the following order: L_Adwvcl, L_Other,
L_FromRight, L_Modal, R_Modal, P,andR_Other for each
predicate P. Algorithm 1 gives more the details on the pro-
cedure.

3.3 Structural transfer as preprocessing

Syntactic reordering and resolving of thematic divergences
are complementary operations. Therefore, we combine the

2The followings are a set of dependency relations defined in
the Stanford English typed dependency parser: aux (auxil-
iary), auxpass (passive auxiliary), neg (negation modifier),
cop (copular), prt (phrasal verb particle), advcl (adverbial
clause modifier), conj (conjunction), cc (coordination), and
punct (punctuation)

Table 2: System description of our runs. Transfer-
Reorder and Reorder-Transfer are the cascaded

methods.
Run ID E’ Generation E-F’ E’-J
KLE-01 Transfer PBSMT Hiero
KLE-02 Transfer PBSMT PBSMT

KLE-03 Transfer-Reorder PBSMT PBSMT
KLE-04 Reorder-Transfer PBSMT PBSMT
KLE-05 Hiero E-J

Table 3: Official evaluation results for the primary

run
Run ID  Adequacy Pairwise Tie

KLE-01 2.3533 0.4342  0.3095
TOP 3.67 0.6947  0.1977

two approaches to perform a more generalized structural
transfer. We simply cascade the two approaches by first syn-
tactically reordering the input, then resolving the thematic
divergence of subject and object relations of the reordered
sentences, and vice versa (transfer and reorder).

4. RESULT

We submitted five formal runs as follows. For of each
runs, except the baseline (KLE-05), we built a pair of SMT
systems for E-E’ and E’-J. We trained each pair of systems
using E-E’ and E’-J parallel corpora, where E’ was generated
by our proposed methods. At the decoding stage, we allowed
unlimited distortion (distortion-limit = -1) for the PBSMT
systems. KLE-05 is a hierarchical PBSMT (Hiero) system.
We used “moses” and “moses-chart” decoders as PBSMT and
Hiero systems, respectively. Table 2 gives the systems.

Table 3 and 4 show our official and automatic evaluation
results of ours as well as the top scorer, respectively. Please
consult [5] for the evaluation metrics.

5. DISCUSSION AND FUTURE WORK

Table 5 shows various example sentences from our runs
that required resolution of thematic divergences and global
reordering.

e In the first example, the object “states” and its pred-
icate “show” were moved to the end of the Japanese
sentence. Our proposed method correctly inserted the
object case marker “_%” in the first stage following
which Hiero reordered the object and predicate with a
pseudo word. In contrast, when Hiero alone was ap-
plied from start to finish, it generated the wrong case
marker “|3”, and failed to reorder the object and pred-
icate.

e In the second example, the subject “The image forming
apparatus” has the adverbial case marker “ & L C(as)”
in Japanese. Although our proposed method wrongly
inserted the case marker “@” that represents either
subject or genitive, the results appeared to be better
than that obtained using Hiero alone.

e The predicate “comprises” was translated into “h> %
7t M7 in our proposed method. However, wehn only
Hiero was applied, it was translated as “Cdp V) 7.
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Table 5: Selected examples that required resolution of thematic divergences

ID 20040623 2004184512=20050621_11157283-135
Source

FIGS . 6 and 7 show states in which the switch S1 is connected to the output terminal .

E’  FIGS . 6 and 7 show states % in which the switch S1 is connected to the output terminal .

KLE-01 6 RUH 71k, A4 v FS 1oh/iricimsnn s kiEzrT.,
Reference [ 6, M 71X, A4 v FES 1 v Nz KEEZRL T\ 5.
KLE-05 6 UM 7ICRTIRIETIE. 24y FS | BT FICHI N T W5,
ID  20041124_2004339567=20050624_11166995-604
Source  The image forming apparatus will be exemplified by an electrophotographic copying machine .

E’ The image forming apparatus _@® will be exemplified by an electrophotographic copying machine .

KLE-01 [W{§EREED BT HFEATKZMRT 5.
Reference  RE[DAETIIEFIZREE & L T BEFHFEHAANOEHGTHEZMICEF TEHHT 5,
KLE-05 CoOWf{$REE 1L EFTFEHETICO W EHT 5.
ID  20040617_2004179699=20050615_11154415-853
Source The spring 25 comprises a coil spring , and inserted into the valve control chamber 23 in a compressed state .

E’  The spring 25 _|dcomprises a coil spring , and inserted into the valve control chamber 23 in a compressed state .

KLE-01 3253341 A7y rpsiY) | EHRETAHIME 2 3IcfiAIns,
Reference 32251340V AT )2 Iipoih) | JEAHIKIETAFINE 2 3ICFAREIN S,
KLE-05 #2513 4L3xThHY

L AbiE 2 3WIcHiAZh. EMiShREBCcH 5.

ID  20041122_2004337309=20051006_11244083-242

Source

KLE-01 3. M3 (a) ISRTEIIC,
Reference
KLE-05 3. M3 (a) ISRTXIIC,

First , as shown in FIG . 3A | a lead frame 52 in which an interconnect pattern is formed is placed on a sealing tape 21 .
E’  First , as shown in FIG . 3A | a lead frame 52 in which an interconnect pattern _Z%is formed is placed on a sealing tape 21 .

J—R7L—=L52%IF—T72 1 LICIKET 5. KRS N Y —2 %
¥ M3 (a) IORTIHRT, By —2hERkaEnz) —k 7L —052% #lib7—72 1o LICBET 5.
FEF—72 1 FIclEI N — R 7L —L521C13. B sy —oIERanTn 3,

1D 20040618 2004181735=20050617_11154625-675
Source

This causes transition from the ECC decoding state EDST to the self-refresh state SRST .

E’ This _|Ccauses transition from the ECC decoding state EDST to the self-refresh state SRST .

KLE-01 Zhickn.
Reference ZhIZXk?.
KLE-05 Zhickh.

ECCTFa—RIKEEBEDSTrowL 7Y 7L v 2REBSRSTICENT 5,
ECCTFa—RIKEEDSThroLL 7Y 7L vy 2REESRSTICENT 5.
ECCTa—RIREEDSThrowL 7Y 7L v 2 KEESRSTICENT 2.

Table 4: Automatic evaluation results for the sub-
mitted formal runs

Run ID BLEU NIST  RIBES
KLE-01 0.3403 8.2467 0.690476
KLE-02 0.2982 7.8441 0.645376
KLE-03 0.2851 7.6125 0.640937
KLE-04 0.2839 7.6761 0.641663
KLE-05 0.3510 8.2846 0.742908
TOP 0.3948 8.7134  0.78129

e The clause “an interconnect pattern is formed” modi-
fiers the subject “a lead frame 52”; and the subject be-
comes the object in Japanese. Our proposed method
inserted the object case marker “ %" (the first stage),
but Hiero subsequently failed to reorder the clause cor-
rectly (the second stage). On the other and, stan-
dalone Hiero both failed to insert the correct case marker
and reorder the clause.

e The subject “This” has the adverbial case marker “|C &
" (by)”in Japanese. Even though our proposed method
inserted the wrong case marker “ |27, Hiero subse-
quently translated the case marker “|Z & ) (by)” cor-
rectly. Thus, it appears that there exist the phrase
pair { “This _|Ccause”, “ZHZ & . 7). In this case,
thematic divergence was resolved automatically within
the translation rule.

Although we got high scores in automatic evaluation, the
official result shows that our primary run was ranked the
10th in terms of adequacy, and 7th in terms of acceptabil-

ity. We actually conducted the experiment in a manner that
was different from how we had intended to conduct it for the
cascades systems. Since reordering of PBSMT is one of the
major weaknesses, it would have been impractical to let PB-
SMT deal with global reordering during decoding. The dif-
ferences of automatic evaluation scores between KLE-01 and
KLE-02 also reveal that PBSMT is less effective at global
reordering than Hiero which facilitates formally syntatic re-
ordering. A more reasonable reordering methods would be
to syntactically reordering at decoding stage as well as train-
ing. That is, the correct organization of two cascaded sys-
tems is as follows:

e Transfer-Reorder: E -> reorder(E’) -> J
e Reorder-Transfer: reorder(E) -> E’ ->J

We will examine these methods in future work.
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