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Abstract—Feedback adaptation has been the basis for many media streaming schemes, whereby the media being sent is adapted in real time according to feedback information about the observed network state and application state. Central to the success of such adaptive schemes, the feedback must: 1) arrive in a timely manner and 2) carry enough information to effect useful adaptation. In this paper, we examine the use of feedback adaptation for media streaming in 3G wireless networks, where the media servers are located in wired networks while the clients are wireless. We argue that end-to-end feedback adaptation using only information provided by 3G standards is neither timely nor contain enough information for media adaptation at the server. We first show how the introduction of a streaming agent (SA) at the junction of the wired and wireless network can be used to provide useful information in a timely manner for media adaptation. We then show how optimization algorithms can be designed to take advantage of SA feedbacks to improve performance. The improvement of SA feedbacks in peak signal-to-noise ratio is significant over nonagent-based systems.
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I. INTRODUCTION

The goal of this paper is to improve real-time video transport over 3G wireless networks [1]. By real-time video transport, we mean a piece of video content being delivered from a server in a wired network to a mobile client via a last-hop wireless link, to be decoded and viewed by the client before the entire content has been downloaded. This video streaming service must be compliant with the 3GPP packet streaming service (3GPP-PSS) [2], where the server uses IETF RFC-compliant RTP [3] for media transport and each client sends only RTCP reports as feedback to its server.

One common objective of media adaptation is congestion control whereby video sources reduce their transmission rates in reaction to deduced network congestion [4]. For paths involving wired and wireless links, it has been shown [5] that end-to-end feedback information alone is ineffective for congestion control purposes since it is not possible to identify where losses occur. Specifically, if losses occur in the wireless link due to poor wireless condition, it is not helpful for the sources to reduce their transmission rate. On the other hand, if losses occur in the wired network due to congestion, the sources should reduce their transmission rate. One effective mechanism to provide additional information that allows sources to take appropriate actions is the RTP monitoring agent [5]—a network agent located at the junction of the wired and wireless network that sends statistical feedbacks (RTCP reports in particular) back to the sender to help the sender determine the proper action. However, the limited information contained in such statistical feedbacks is often insufficient for fine-grained application-level streaming optimization schemes [6]–[9].

Another limitation of using only end-to-end feedbacks is the long time for the feedbacks to arrive. In today’s 3G wireless network, typical one-way delay of radio links is quite large—on the order of 100 ms—without link layer retransmissions [10]. Thus, the actual end-to-end delay in practice can be quite large, especially with wireless link-level retransmissions implemented. Such long delay can severely impede the effectiveness of feedback information for the purpose of congestion control and beyond.

Both problems above can be solved simultaneously using a special agent called a streaming agent (SA) [11], located at the junction of the wired network and wireless link. Unlike the RTP monitoring agent [5], which provides only statistical feedbacks such as average roundtrip time (RTT) and packet loss rate, SA sends timely feedbacks, such as acknowledgment packets (ACKs), that tell the sender whether each packet has arrived at SA correctly and on time. We call such information provided by SA the application state, in contrast with information provided by RTP monitoring agent, which we term network state. Obviously, using fine-grained timely feedbacks one can derive wired network state as well as application state. (See Table I for a list of definitions.) Since most of the delay is in the wireless link, SA can provide much faster response about the condition of the wired network so that congestion control can react faster to alleviate network congestion. Furthermore, by providing the wired application state rather than just the wired network state, SA allows senders to have much more flexibility in media adaptation than it is possible with wired network state alone.

Armed with SA’s extra feedbacks, we next design application-level streaming systems that can take advantage of these
feedbacks. While it is easy to conceive a variety of applications that can benefit from such delivery path information to improve performance, we focus in this paper on one optimization. It is a complexity-scalable automatic retransmission scheme that capitalizes on SA feedbacks in estimating the success delivery probability of transmitted packets.

The paper is organized as follows. We first discuss related work in Section II. We then discuss the implementation of SA in 3GPP-WCDMA in Section III. We then discuss the one application of SA in this paper: complexity-scalable retransmissions in Section IV. We present results of the SA application in Section V. Finally, we discuss related standardization efforts and conclude in Sections VI and VII, respectively.

II. RELATED WORK

The idea of inserting agents at carefully chosen locations in the network is not new, and it has been reported in [12] to increase web traffic performance and in [13] to monitor network services. In contrast, our agent-based approach focuses on the delivery of delay-sensitive media content over 3G wireless networks. Prior research related to wireless media streaming are extensive. We divide related work into three sections. We first discuss work focusing on network protocols in Section II-A. We then discuss work optimizing media streams at the application level in Section II-B. We then position our work against contemporary work in Section II-C.

A. Related Work in Network Protocols

The focus of works on wireless data transport has been on optimizing TCP over last-hop wireless networks [14]–[16]. As an example, [14] proposed a Snoop protocol that improves the performance of TCP over a last-hop wireless link connection. In brief, it is a TCP-aware link layer protocol that caches and retransmits TCP packets and suppresses negative acknowledgments from senders. Since we are focusing on streaming media content that are highly delay sensitive, the unpredictable transmission delay and delay variance of TCP over wireless links mean TCP is not appropriate for our application scenario.

The IETF has been active in extending the current RTP specification [3] to enable better streaming quality, including proposals to extend RTCP to include timely feedbacks [17], and the use of forward error correction (FEC) to the standard RTP stream [18]. In related protocol development, HP labs Bristol has introduced UDP Lite [19] that offers more flexibility than the current UDP specification so that a packet with checksum errors will not be dropped automatically before being passed upward to the application. Our work is orthogonal to these developments, and our proposed streaming agent and associated optimizations can potentially be modified to work with these new protocol specifications.

B. Related Work in Media Optimization

An extensive body of previous research [6], [8], [7], [9], [20] designs optimized media transmission schemes assuming the entire delivery path is one packet independent channel. Our work differs in that we separate the channel into two parts: a wired network and a last-hop wireless link. Our work can also be viewed as an extension of [8] and [9]: we show how SA timely feedbacks—information along the delivery path—can be used to enhance end-to-end streaming performance in a rate-distortion sense.

Earlier works on media streaming optimization [21]–[25] for wireless links have focused on one or a few characteristics of the unique medium that differ from our work when optimizing media streams. The work in [21] assumed a packet loss model for the wired network and a bit error model for the wireless link and discussed an FEC scheme that offered packet-level and byte-level protection, respectively. In contrast, we assume a packet loss model for both the wired network and the wireless link as it is common in current 3G networks. The work in [22] focused exclusively on the wireless last-hop. They assumed low layer parameters such as frame/packet transition probabilities of a two-state Markov chain used to model the data link layer can be dynamically passed upwards to the streaming server at the application layer for joint error and power optimization. Our work differs from [22] in two aspects: 1) we assume the media stream needs to traverse through both a loss-prone wired network and a vulnerable wireless link and 2) we assume lower layer parameters are not available to be passed to the optimizing streaming server. Reference [23] focused on the loss aspect of the 3G wireless link in designing a new transport layer protocol—Multimedia Streaming Protocol (MSP) — that implements forward error correction (FEC) in the transport layer to alleviate the burden of error control at the application layer. Instead, our streaming agent and associated optimizations derive benefits from the contrastingly different natures of both loss and delay of the wired network and the wireless link. The work in [24] and [25] performed rate-distortion optimized streaming using the same assumption as [21]—that packets can be dropped in the wired network and corrupted in the wireless link. As stated earlier, we assume a packet loss model for both wired network and wireless link.

C. Contemporary Work

The work in [26] and [27] employs a proxy at the wired/wireless boundary that caches media packets and intelligently requests packet retransmission from the streaming server after performing application-level rate-distortion optimized streaming procedures. In contrast, our agent-based approach is inherently a network level service provided by a wireless network operator, and hence has the following contrasting characteristics: 1) our agent-based approach does not require fine-grained feedbacks from the clients, hence it is 3GPP-PSS [2] compliant where clients send only RTCP statistical reports; 2) the agent does not interpret the payload of the media stream nor buffer any RTP packets, and hence it has much lower complexity overhead than a proxy; 3) it avoids security issues since payload can be encrypted without affecting operation correctness; 4) as a network service, the agent’s feedbacks are useful for a hose of streaming applications at the server, one of which will be discussed in detail later; and 5) it retains the soft state property similar to the Snoop agent, where soft state is defined as the outage of a network element—temporary out-of-service due to equipment failure, etc.—will cause a tolerable degradation of performance instead of a catastrophic breakdown of
the streaming session. Despite these differences, we will show in the results section that our light-weighted agent approach performs only marginally worse than the heavy-weighted proxy approach.

III. STREAMING AGENT

SA [11], an enhanced version of the RTP monitoring agent [5], is a network agent installed by the wireless network provider to provide network services to the server/client pair that are not possible with endpoints alone. It is located at the intersection of the wired core network and the transmitting wireless link (see Fig. 1 for an illustration). During a server-client RTP streaming session, SA identifies the stream by packet classification: look for matches at selected fields of RTP headers of incoming IP packets such as source and destination addresses and source and destination port numbers. SA periodically sends timely feedbacks (SA-FB) to the sending server in sub-second intervals, reporting the arrival status of the last \( K \) RTP packets of a stream. The frequency of SA-FB and the value \( K \) can be preset by the network operator, or by the sender prior to the start of the streaming session via a message exchange between the sender and SA.

In order not to overwhelm the wireless link, a shaping point, located just prior to SA, is used to limit the sending rate so that the packet rate is no larger than the wireless link bandwidth. Essentially, a layer-3 IP packet queue stores packets waiting to be fragmented and transmitted in lower layers (see Fig. 2 for an illustration). If the wireless link condition is poor, the number of retransmissions until successful transmission will be large, causing the IP packet queue to build up. The shaping point reacts to the fullness of the queue by pre-dropping packets that would have been dropped anyway due to eventual queue overflow. This way, packets that are dropped at the wireless link are dropped solely due to poor channel condition. Details of the shaping point are discussed in [5].

A. Using SA in 3GPP-WCDMA

We discuss here the implementation of SA in a wideband code division multiple access (WCDMA) communication system [1], one of the main 3G air interface technologies to be deployed in Europe and Asia, including Japan and Korea. Two possible locations for SA within a WCDMA system are the radio network controller (RNC), which is responsible for the control of the radio resources of the radio access network, and the transmitting base station (node B) (see Fig. 3 for an illustration). Node B handles layer 1 processing such as channel coding and interleaving, rate adaptation, spreading, etc. RNC, on the other hand, performs layer-3 packet processing such as header compression. Hence, it is logical to place the functionalities of SA at RNC.

If a radio resource is properly managed by RNC, overload situations that cause wireless link congestion should be exceptional ([1, p. 213]). We will assume there is no wireless link congestion in this paper.

Several link layer transmission modes are available for WCDMA. As an IP packet is passed down from layer 3 to layer 2, the RLC provides segmentation and retransmission services (see Fig. 2 for an illustration). Whether and how many retransmissions are done depends on the RLC modes. There are three modes: transparent, unacknowledged and acknowledged. For acknowledged mode, an automatic repeat request (ARQ) is used for error control. The tradeoff between link quality and link delay can be set by adjusting the number of retransmissions, set by radio resource control (RRC) during configuration. Typical implementations use interleaving, channel codes and other techniques in lower layers to reduce raw packet loss rate to a reasonable level under normal conditions (less than 5%). If a small number of link-layer retransmissions is used in addition, then the resulting wireless link loss is very small.

SA-FB can be used to deduce wired network state—essential for the sender to perform proper congestion control. SA-FB can also be used to deduce wired application state (see Table I). Ideally, the server wants timely feedbacks directly from the client (C-FB) to reconstruct the end application state. In contrast, wired application state is at best an estimated end application state. So why are SA-FBs still desirable?
First and foremost, the current 3GPP-PSS [2] specification has dictated the use of existing RTP and RTCP specifications [3] only. That means one can rely on compliant 3GPP-PSS handsets to provide only RTCP feedbacks—statistical feedbacks only. Second, even if mobile client can be modified to provide fine-grained feedbacks, it may have severe power constraint due to limited battery life. Having client send frequent feedbacks while receiving streaming video may not be desirable. Finally, if the intended streaming application can tolerate a fixed initial delay up to several seconds, we can elect to use acknowledgment mode as the wireless link layer transmission mode of choice to perform a small number of link-layer retransmissions. Doing so means the resulting wireless link loss is very small, and so wired application state closely mimics end-application state, and therefore SA-FBs are essentially a much faster version of C-FBs, given the common hundreds of millisecond delay of the 3G wireless link.

IV. SA APPLICATION: COMPLEXITY-SCALABLE ARQ

A. Problem Formulation

We next focus on a scheme that employs SA for video streaming optimization. We call the scheme complexity-scalable ARQ. In short, we derive a rate-distortion optimized application-level retransmission scheme, leveraging on previous work [8], [9], that adapts to SA and possibly client feedbacks to optimize video quality. As an added feature, it has the property that the complexity of the optimization can be scalably tuned down at the cost of gracefully degrading streaming quality. We will discuss how this is done next.

The basic problem formulation is the following. There is a predictively coded (IPPP...) video sequence with I-frame frequency $L$. At any given optimization instance, an optimization window equal to $M$-frame time is selected. The window is defined to be the set of frames whose delivery deadline (to be discussed) falls within start time $start(t)$ and end time $end(t)$. Frames are brought into the optimization window at time $start(t)$. Frames in the window expire at time $end(t)$ when they cannot reasonably be expected to be delivered to the client on time. The slope of both functions—the rate at which they advance in time—is the playback speed at the client.

We follow a standard congestion control protocol by adjusting the packet spacing in time, using the equation-based TCP-friendly congestion control in [4]

$$
    T_t = \mu_t \sqrt{\frac{2e_t}{3}} + 3(\mu_t + 4(\phi_t)e_t(1 + 32e_t^2)\sqrt{\frac{3e_t}{8}}
$$

where $e_t$, $\mu_t$ and $\phi_t$ are the updated estimates at time $t$ of packet loss rate, mean round trip time and round trip time variance, respectively. Suppose the optimization can be run at the server no more frequently than every $T_{\min}$ seconds, we select the optimization period at time $t$, $P_t$, as

$$
    P_t = \left\lfloor \frac{P_{\min}}{T_t} \right\rfloor T_t.
$$

The number of packets that can be selected for transmission at optimization instance $t$—the bandwidth at time $t$, is $R_t = P_t/T_t$ (see Fig. 4 for a plot of frame deadline $T$ against sender running time $t$).

Given the observed network conditions and ACKs from SA and possibly client, the scheme decides which frames within the optimization window to transmit and for how many times. To make the problem mathematically tractable, we first introduce simple source and network models as follows.

1) Source Model: We begin with a directed acyclic graph based source model to model a pre-encoded video sequence, similarly done in [9]. Each frame $i$ is represented by one data unit (DU$i$). Data unit is the smallest atomic unit considered during the optimization. Each DU$i$ is characterized by three numbers: delivery deadline $T_i$, size in number of RTP packets $B_i$, and reduction in distortion $d_i$. DU$i$ points to a set of DUs that DU$i$ is dependent on for correct decoding. Specifically, for a predictively coded (IPPP...) sequence, DU$i$ is correctly decoded iff each DU$j$, $k \leq j \leq i$, is correctly delivered by the delivery deadline $T_j$ to the client, where $k$ is the last I-frame. If correctly decoded, DU$i$ reduces distortion at the client by $d_i$. Otherwise, DU$i$ reduces distortion by 0.

To calculate $d_i$ for an I-frame and subsequent $L-1$ P-frames, we do the following. For $d_1$ of the first I-frame, we calculate the peak signal-to-noise ratio (PSNR) of encoded I-frame against the original frame 1, plus the PSNR of encoded I-frame against the original frame 2 through $L$. The reason is that in the event of a frame $i$ decoding failure, $i > 1$, as a simple error concealment strategy we can display correctly decoded frame 1 during playback time of frame $i$. This resulting reduction in distortion
needs to be accounted for in $d_1$. To calculate $d_i$ of frame $i > 1$, we calculate the PSNR of encoded P-frame $i$ against the original frame $i$, plus the PSNR of encoded P-frame $i$ against the original frames $i + 1$ through $L$ as we did for the first frame, minus the PSNR of encoded frame $i - 1$ against the original frame $i$ through $L$. The reason for the last term is that if frame $i$ is correctly decoded, it should be more similar to future frame $j > i$ than frame $i - 1$, then using frame $i$ as display time of frame $j > i$ will cancel out the benefit of using frame $i - 1$ for error concealment of frame $j$. If we let $d(i, j)$ be PSNR of encoded frame $i$ against original frame $j$, then the above analysis can be summed up as follows:

$$d_1 = d(1, 1) + \sum_{j=1}^{L} d(1, j)$$

$$d_i = d(i, i) + \sum_{j=i+1}^{L} d(i, j) - \sum_{j=i}^{L} d(i - 1, j), \quad i \geq 2. \quad (3)$$

For the experiments performed in Section V, for each test sequence, a matrix $d(i, j)$ was loaded into the server to calculate $d_i$ using (3), and into the client to perform the simple error concealment as stated above.

2) Network Model: While an independent time-invariant packet erasure channel with random delays is proposed in [9], we instead elect to use a simpler model for complexity reason. Essentially, the wired and wireless parts of the network are each modeled by a time-invariant independent packet erasure model with constant delay, where packet loss rates are $\alpha$ and $\beta$ in the wired network and wireless link, respectively.

Let $n_i$ be the number of transmissions for $D_{U_i}$ in the current optimization instance. Let $\phi_i = \{n_i, a_i, b_i\}$ be the history of $D_{U_i}$ in all previous optimization instances: $D_{U_i}$’s total number transmissions to-date, $n_i$, and the number of ACKs received from the SA and client, $a_i$ and $b_i$, respectively. Further, let $\epsilon(\phi_i, \pi_i)$ be the probability that no transmission of $D_{U_i}$ is successful given $\phi_i$ and $\pi_i$. We have

$$\epsilon(\phi_i, \pi_i) = \begin{cases} 0 & \text{if } b_i > 0 \\ \beta^k \cdot (1 - \alpha)^{n_i - a_i} & \text{o.w.} \end{cases} \quad (4)$$

3) Mathematical Formulation: Given a window of data units, the problem is to determine the optimal retransmission scheme for data units in the window. Like [9], the problem is formulated as a minimization of end-to-end distortion subject to a transmission rate constraint. The optimizing variable is set $\pi = \{\pi_1, \ldots, \pi_M\}$, where $\pi_i$ is the number of times $D_{U_i}$ is transmitted in the window. By transmission policy then, we mean how many times each data unit is transmitted for this optimization period of duration $P_t$. The rate constraint $R_t$ in number of packets has already been discussed in previous section. Mathematically, the problem is

$$\min_{\pi} D(\pi) \quad \text{s.t.} \quad R(\pi) \leq R_t. \quad (5)$$

The rate term $R(\pi)$ is simple and can be written as

$$R(\pi) = \sum_i B_i \pi_i. \quad (6)$$

Given the source model, the distortion term $D(\pi)$ is

$$D(\pi) = D_0 - \sum_i d_i \prod_{j < i} (1 - \epsilon(\phi_j, \pi_j)) \quad (7)$$

where $D_0$ is the initial distortion if no frame is decoded correctly, and $\{j < i\}$ denotes the set of data units $D_{U_i}$ depends on for correct decoding.

B. Dynamic Programming (DP) Solution

To solve (5), we employ a DP technique inspired by [8]. To simplify discussion, we assume for now that the size of the optimization window $M$ is $L$, and we are optimizing a sequence of 1-frame plus $L$-1 dependent P-frames. We denote by $\Theta(k, \pi)$ the additional distortion reduction from frame $k$ to $L$ provided by policy vector $\pi$ given the first $k - 1$ frames are correctly decoded. We write

$$\Theta(k, \pi) = \sum_{i=k}^{L} d_i \prod_{j=k}^{i} (1 - \epsilon(\phi_j, \pi_j)). \quad (8)$$

Given $D(\pi) = D_0 - \Theta(1, \pi)$, maximizing $\Theta(1, \pi)$ is equivalent to minimizing $D(\pi)$.

The key observation is that (8) can be written recursively as

$$\Theta(k, \pi) = \Theta(k-1, \pi) + (d_k + \Theta(k+1, \pi)). \quad (9)$$

The DP solution can be derived from (9) naturally by defining $\Theta^*(k, r)$ as the optimal $\Theta(k, \pi)$ given the rate budget for frame $k$ to $L$ is $r$ packets. Assuming we bound the maximum number of transmissions for a given data unit in the current optimization window to be $N$, we have (10), as shown at the bottom of the page.

$$\Theta^*(k, r) \text{ can now be solved recursively using (10). Each time (10) is solved, the solution is stored in the } [k, r] \text{ entry of a DP table. This is done so that repeated sub-problems are solved only once. The complexity of the algorithm can be bounded by the time required to construct the DP table. Given initial call of } \Theta^*(1, R_t), \text{ the size of the DP table is } L \times R_t. \text{ Each table entry is solved using (10), which is bounded by } N. \text{ Hence, the complexity of the algorithm is } O(NLR_t).$$

1) Complexity Scaling: Like [8], a complexity of $O(NLR_t)$ means the algorithm is pseudopolynomial. In our case, it means a large running time for large $R_t$. To reduce running time, we can solve an approximate instance of the problem by performing a rounding operation by $K$ for the sizes of data units $B_i$’s and rate constraint $R_t$

$$B_i' = \left\lceil \frac{B_i}{K} \right\rceil, \quad R_t' = \left\lceil \frac{R_t}{K} \right\rceil. \quad (11)$$
We denote the solution to this optimization instance by $\pi'$. Because the size of the DP table has been scaled down by a factor of $K$ due to smaller $R_i'$, the resulting complexity is $O(NL(R_t/K))$. The error bound from the optimal solution can be found \textit{a posteriori} by first solving a different instance of the problem by performing the following rounding operation:

$$R_i' = \left[ \frac{B_i}{K} \right], \quad L_t' = \left[ \frac{L_t}{K} \right]. \quad (12)$$

We denote the solution to this optimization instance by $\pi''$. The error of solution $\pi'$ from optimal solution $\pi^*$ can be bounded as follows:

$$|D(\pi') - D(\pi^*)| \leq |D(\pi') - D(\pi'')|, \quad (13)$$

The proof can be found in the Appendix. Notice that the $\textit{a posteriori}$ bound in (13) is similar to one for the traditional Lagrangian approach for resource allocation [28].

V. EXPERIMENTS

A. Simulation Setup

We performed simulations using Network Simulator 2 [29]. The setup is shown in Fig. 5. Three nodes were constructed, $n_0$, $n_1$ and $n_2$, representing the three locations of the server, SA and the wireless client, respectively. To connect these nodes, two links were constructed. Link $n_0$-$n_1$, simulating the wired network between the server and SA, had constant propagation delay and uniform loss rate $c_0$. For link $n_1$-$n_2$ that simulated the wireless link of rate 144 kbps, we implemented link-layer retransmission as follows: a network layer packet was fragmented and grouped into transport blocks of 160 bytes each that spanned 10 ms. Groups of $x$ transport blocks were interleaved (spread) to give a one-way delay of 10 or 100 ms. In reality, larger spread reduces the probability of error due to fading at the cost of a larger end-to-end delay. Each transport unit was transmitted through the wireless link with success probability $\beta$. When link-layer retransmission was used, each transport unit was retransmitted when the sender timed out on the receiver’s link-Layer ACK. The maximum number of retransmissions was set at 20.

The transport layer had a duplex connection (p0-p2) from the server $n_0$ to the client $n_2$ and a simplex connection (p1-p0b) from SA $n_1$ to the server. p0-p2 was for end-point data transmission from server to client. p1-p0b was for feedbacks from SA to server; a filter was placed at link n1-n2 to sniff out packets targeted to the client and to forward them to p1, who then sent ACKs to the server.

A server application, app0, sat at sender node and sent packets to the client using the connection p0-p2. Each packet had a sequence number in the packet header indicating the frame it contained; we assume each frame maps to one RTP packet. For each video sequence, a distortion matrix $d(j, i)$ described in Section IV-A1 was generated offline and loaded into both server and client before playback began. Server derived distortion value $d_i$ for each data unit $i$ using (3), and client calculated the visual PSNR during each frame $i$ playback time: if frame $i$ is correctly decoded, then PSNR is $d(i, i)$; if not, then the most recently correctly decoded frame $j$ was used for display for frame $i$, and we used $d(j, i)$ as PSNR. If no such frame $j$ was available, then PSNR was 0.

B. SA Application: Complexity-Scalable ARQ

We will compare our proposed complexity-scalable ARQ scheme using SA with two schemes. The first is a rate-distortion optimized streaming scheme [9] based solely on client’s RTCP feedbacks. We term this scheme \textit{No Agt}. We will see soon that \textit{No Agt} suffers severely from two shortcomings: 1) not having fine-grained client feedbacks means \textit{No Agt} cannot accurately estimate success delivery probability of transmitted packets and 2) not being able to distinguish between wired and wireless loss and wired and wireless delays means \textit{No Agt} performs unnecessary wired network congestion control, sending at rates much lower than necessary.

The second is a proxy scheme proposed in [26], [27] that performs a hybrid sender/receiver-driven rate-distortion optimized streaming optimization. For convenience, we term the proxy scheme \textit{CCG} after the authors. In brief, \textit{CCG} essentially performs a receiver-driven version of [9] at the proxy to request media packets from a streaming server, caches the packets, then performs a sender-driven version of [9] to transmit packets to the client. Recall that we have already pointed out the differences between our agent approach and the proxy approach, including security concern, complexity overhead and soft state property in Section II-C. Nevertheless, we will compare their performance in this section.

We use H.263 Version-2 video codec (TMN10) to encode two 300-frame MPEG test sequences, \textit{container} and \textit{foreman}. 

![Fig. 5. Simulation setup.](image-url)
They are coded in QCIF (176 x 144) format at 120 kbps, 30 frames/s and at one I-frame every 25 frames. The resulting average PSNR\(^1\) for the compressed streams under noiseless conditions are 38.49 and 32.46 dB, respectively. For each data point, the video sequence was replayed upon completion until 600-second playback time has been reached. This was done for an averaging effect. For the wireless link, acknowledgment mode is set up as described in Section V-A, with wireless loss rate fixed at 0.04.

For complexity-scalable ARQ using SA, termed SA below, we assume a 2-s delay between server start time and client playback time. The size of the optimization window \(M\) is 10-frame time. Optimization is performed every \(T_o\) seconds, i.e., we assume a sending rate \(R_t\) of 1 packet per optimization period. This means the procedure of rounding by a factor of \(K\), discussed in Section IV-B1, is not necessary, as \(R_t = 1\) is already the smallest integer possible. For CCG, we assume a 1-s buffering delay at the proxy, and a 1-s delay buffering delay at the client. This is roughly equivalent to the 2-s delay employed at the client for the SA case. The proxy also had an optimization window of ten frames, and it performed the same congestion control protocol (1) as SA as described in Section IV-A.

We varied the interleaving depth at the wireless link (wireless delay) as well as the wired network delay, and plotted Fig. 6 for the case when wired network packet loss rate \(\alpha = 0.04\). We first see that by performing the proper congestion control, the performances of SA and CCG were far better than No Agt for any reasonable wireless delay value. We see that both SA and CCG are relatively flat with respect to wireless delay as compare to wired delay. The reasons are twofold: 1) link-layer retransmissions up to 20 times are already performed at the wireless link, hence the increase in wireless delay does not hamper retransmission performance and 2) in addition to affecting ARQ performance at the streaming server, increase in wired delay decreases the wired network bandwidth using congestion control protocol (1). Note however, that the performance of SA and CCG are remarkably similar, with the maximum performance differences between them being only 0.257 and 0.531 dB for the foreman and container sequences, respectively.

We performed the same experiment for the case when wired network packet loss rate \(\alpha = 0.00\). The results are shown in Fig. 7. We see that similar trends can be observed. In this case, the maximum performance differences between SA and CCG are marginal: 0.279 and 0.295 dB for the foreman and container sequences sequences, respectively.

\(\text{PSNR} = 20 \log_{10}(255/\sqrt{MSE})\)
a per packet basis and 2) if link-layer retransmissions are used to eliminate most of the wireless losses, SA feedbacks still represent a much faster yet accurate version of client feedbacks. Assuming the wireless delays remain in the hundreds of milliseconds in the near future, the timeliness of SA feedbacks over client feedbacks remains significant.

Also specified in [17] are the three types of feedback messages: transport layer, payload-specific, application layer. Both payload-specific and application layer messages require the feedback sender to look inside the RTP payload to determine if feedback is necessary. While the application at the client can provide these feedbacks, as a network agent, SA is required to look only at packet headers of IP packets, and hence SA does not have that knowledge and cannot provide these types of feedbacks. Nevertheless, timely packet-level transmission status remains useful to a host of applications, and doing so without application-specific agent implementation modification. Note also, as we alerted earlier in Section II-C, that SA does sidestep any end-to-end security issues by never touching the payload. Hence, SA can be used even if the payload is encrypted as described in the secure RTP [30].

VII. CONCLUSION AND FUTURE WORK

In this paper, we proposed the use of a Streaming Agent at the junction of the wired and wireless networks to provide additional timely feedbacks to the streaming servers. We discussed one specific streaming optimization, complexity-scalable application-level retransmission, that exploit such feedback to demonstrate potential benefits. Through simulation, it is shown that significant PSNR improvement can be maintained over nonagent-based systems.

For future work, extensions of the streaming agent that provide more services is possible. Given the network agent already monitors media flows, it is perhaps sensible for it to perform network policing, for example, to make sure it does not operate at a higher sending rate than it deserves. Information collected at the network agents can also be used for core network analysis for possible network-wide optimizations.

APPENDIX

In this section, we prove the error bound (13) of the approximate solution from the optimal solution using the approximation algorithm in Section IV-B. We denote the optimal solution to the original optimization problem (5) by $\pi$. Additionally, we denote the optimal solution to (5), with the rate of each data unit $B_i$ and constraint parameter $R_t$ rounded according to (11) and (12), by $\pi'$ and $\pi''$, respectively.

Note that $\pi'$ is in the solution space of the original optimization (5) as well

\[ \sum_{i=1}^{L} B_i' \pi_i' \leq R_t' \]

\[ \sum_{i=1}^{L} \left[ \frac{B_i}{K} \right] \pi_i \leq \left[ \frac{R_t}{K} \right] \]

\[ \sum_{i=1}^{L} \frac{B_i}{K} \pi_i \leq \frac{R_t}{K} \]

\[ \sum_{i=1}^{L} B_i \pi_i \leq R_t, \]

Since the rounding does not affect the calculation of the objective measure, we know by the optimality of $\pi$ that

\[ D(\pi) \leq D(\pi'), \]
Similarly, it can be shown that \( \pi \) is in the solution space of the optimization problem (5) with rate rounding (12). By optimality of \( \pi'' \), we have

\[ D(\pi'') \leq D(\pi). \]  

(16)

Combining (15) and (16), we can conclude

\[ |D(\pi') - D(\pi)| \leq |D(\pi'') - D(\pi)| \]  

(17)

and thereby established the error bound relating the approximate \( \pi' \) to the optimal \( \pi \).
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