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Well-Known Cases: Technical Limitations and Uncertainty

BGoogle Photo: tagged “gorilla” for black people
mHandled by inhibiting the tag “gorilla”

[ https://www.theguardian.com/technology/2015/jul/01/gooqle-sorry-racist-auto-tag-photo-app ]

[ https://www.thequardian.com/technoloqy/2018/jan/12/google-racism-ban-qgorilla-black-people ]

BGood classifier makes mistakes with small perturbations
(known as adversarial samples)

[ Goodfellow et al., Explaining and
Harnessing Adversarial Examples, 2015 ]

[ Ackerman, Slight Street Sign Modifications
Can Completely Fool Machine Learning
Algorithms, IEEE Spectrum’17 ]

“panda”
7% confidence

“Panda” to “Gibbon”

8.2% confidence de!
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Well-Known Cases: Training Data, Attacks, Social Aspects

mImproper tweets by a Twitter bot
mMalicious users guided with discrimination or improper words
®Monitoring of continuously evolving systems?

OOOOOOOOOO

BHow to give assurance against Microsoft Created a Tuitter Bot to Learn
] ] From Users. It Quickly Became a Racist Jerk.
human/society requirements?

[ https://www.nytimes.com/2016/03/25/technoloqy/
microsoft-created-a-twitter-bot-to-learn-from-users-
it-quickly-became-a-racist-jerk.ntml ] TayTweets
(access: 2021/09/27)

Tweets Tweets & replies

Pinned Tweet
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Well-Known Cases: Undesirable Biases and Fairness (1)

mUndesirable biases

Bl earning from past data including (implicit) discrimination

mow performance for minority

REUTERS

llllll

Amazon scraps secret Al recruiting tool that
showed bias against women

SAN FRANCISCO (Reuters) - Amazon.com Inc’s AMZN.O machine-learning

specialists uncovered a big problem: their new recruiting engine did not like women.

Discrimination over female
%

Due to past data and/or Minority?

[ https://www.reuters.com/article/us-
amazon-com-jobs-automation-insight-
idUSKCN1TMKO8G ]

(access: 2023/10/17)

\de refated 1o Iatanya farrell O

Latanya Farrell, Arrested?
WWA R Laricreckmate. Ccony
1) Entar Name and Stata 2) Access Ful Backgroure Chacks irstartly

Latanya Farrell
wWWR DLEeCrRCiess ool
Putile Records Fourd For Latanys Farrell. View Now

Ad of credit check when you search with
African names
%

Reflected implicit user mind via clicks?

[ L. Sweeney, Discrimination in
Online Ad Delivery, ACM Queue’13]
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Well-Known Cases:

®mMedical system in L

Undesirable Biases and Fairness (2)

S

mPriority decision by

oredicting “cost in future”

Me.g., relationship between the health status at age 30 and the medical cost
until 60s can be analyzed with past records
m\We want to talk about “people who is likely to have heavy disease” but the

easily available data

is “people who is likely to pay much”

B ess medical cost for black people due to unfair treatment

- It might happen that this led to unfair priority decisions

mNo explicit use of races, but it has correlation with “living area” etc.

[ Obermeyer, Dissecting racial bias in an algorithm
used to manage the health of populations, Science Mag'19 ]



Well-Known Cases: Data Distribution

mlarge difference in accuracy due to biases of dataset
Me.g. in some dataset, 75% man, 80% white people
mAgain, this is considered as a fairness

[ https://www.nytimes.com/2018/02/09/technoloqgy/fa
cial-recognition-race-artificial-intelligence.html ]
(access: 2021/10/01)

mDistributional shift
mExtreme case: search term changed in a few days for
early period of COVID-19

[ https://www.technologyreview.com/2020/05/11/100
1563/covid-pandemic-broken-ai-machine-learning-
amazon-retail-fraud-humans-in-the-loop/ ]

(access: 2021/10/01)
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Well-Known Cases: Design for Each Specific Situation

mInvestigation over Tesla
® 12 accidents in scenes where emergency cars are involved

BNHTSA requested to submit
mMechanisms to identify emergency situations such as smoke
candle and people/cars at exceptional positions
mConsideration of dark scenes
mCheck on countermeasures and V&V strategies, including
simulation data and training data

[ https://www.nhtsa.gov/recalls?nhtsald=PE21020 ]



https://www.nhtsa.gov/recalls?nhtsaId=PE21020

Summary: Incidents of ML-based/Data-Driven Al Systems

mDifferent from traditional systems with incidents about
“not working” or “incorrect results”

mFunctions with more impacts on people and the society
mAs ML techniques enabled Al systems with fuzzy functions

» “Trustworthy” is used to cover the wide range of aspects,
including ethics, fairness, robustness, data quality, etc.

m\Which did not appear or at least was not centric in traditional
software systems

f-ishikawa@Sokendai



Machine Learning: What are Difficult

mUncertainty of the prediction performance
mIncomplete function (basically, never 100% accuracy)
mPerformance unknown beforehand until actually built
mUncertainty of behavior
mLittle insight for how to behave with new input
mHard to logically explain the cause of output (by default)
mStrong dependency on data

Bl arge amount, proper for the expected operational domain
mEvaluation only based on observation over a given dataset

f-ishikawa@Sokendai 10



Differences of ML-based Al Development: Deliverables

Traditional

Quality
Spec. Code Fval.

Test

Much simplified

Test
Dataset Accuracy 92%

Training Quality

1
ML-based Al |

Spec. Dataset e .
Functions Training . . .
eliverables not Evaluation relative

dté?isnpefjcgg?gla?a directly constructed by to test dataset

human engineers
f-ishikawa@Sokendai 11




Differences of ML-based Al Development: Process

mProject Characteristics
mPoC (Proof of Concept) almost mandatory due to uncertainty of
feasibility
W Trials and errors in design/implementation
mContinuous activities in operation necessary, e.g., for handling

d iSt ri b uti O n d rif‘ts The whole lifecycle in the waterfall style
Maodifications incl. updates to system requirements

Cited from AIQM Guidelines
ver.3.1.1 en

f-ishikawa@Sokendai 12



Differences of ML-based Al Development: Requirements

Traditional 1 o o
PR Goal: properly give diagnosis like a great doctor
, 08 ;‘ .)' N \/
/ ° o
P L \
@ 0o%e P o/
/e @ o a’a \ . S . .
\ 0o 09 0° o_9 | Requirements specification as a kind of processing rules
e oot e/ + If HbA1c value is more than 6.5, -+
0o o ° 9/—‘/
@ 00, //‘ ~ 100% satisfaction of the only specified scope of requirements/situations
\ —-—
ML-based Al | . o < Ik
“w. 7 e / Goal: properly give diagnosis like a great doctor
, 0@ : O)’ ®
N\

v 00 © o2 <:| Dataset Past
A® 0% 0 % o/ diagnosis
/! ® © o e \

@ : : :

Vo0 e oo © % Te ,' Rough/approximate satisfaction of
Ila ® 0

e;” thewhole scope included in the dataset
- i/ with unclear boundary of what are satisfied)
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Differences of ML-based Al Development: Implementation

mThe “software” is build by automatically searching and

configurating enormous number of parameters
mMillions or more for deep neural networks

r\ Andrej Karpathy |_Follow |
ﬁl Director of Al at Tesla. Previously Research Scientist at OpenAl and PhD student at Stanford. | like

to train deep neural nets on large datasets.
Nov 11,2017 + 8 min read
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Software 2.0

I sometimes see people refer to neural networks as just “another tool in your
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machine learning toolbox”. They have some pros and cons, they work here or

(D
s

there, and sometimes you can use them to win Kaggle competitions.
Unfortunately, this interpretation completely misses the forest for the trees.
Neural networks are not just another classifier, they represent the beginning

[ https://medium.com/@karpathy/software-2-0-a64152b37c35 |
(access: 2022/07/20)

of a fundamental shift in how we write software. They are Software 2.0.
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Example of Engineer Reactions (2018)

mDifficulties perceived by engineers

Interaction and decision
making with customers

Testing, quality assurance
Debugging
Maintenance/Update
Management

Operation

Data collection and processing

Architecture and design

0 20 N 60 80 100 120
Need completely new principles Same principles but

lacking proper tools
[ https://sites.google.com/view/sig-mlse/] — [FT3HER | 9 PTop

f-ishikawa@Sokendai 15
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Difficulty in Customer-Engineer Interaction

m“POC Poverty” or “POC death” (trend word in Japan)
mDifficulty in decision with “85% accuracy, OK, go ahead?”

BMany reasons
mLack of clear KPI or preliminary decision of acceptance criteria
BToo much expectation on Al, sometimes with misunderstanding
(100% correct, extrapolation, etc.)
mInsufficient performance, possibly due to the small-scale trial
(especially if just started with “we should do something with Al!")



Difficulty in Testing

mTest oracle (how to judge pass/fail of test cases)?

m(Costly to give labels or correct answers

mSometimes, no “one correct answer”, e.g., in salary estimation

®mAnswers only obtained by machines, e.g., in recommendation
®mBug finding?

®m“Incorrect output” does not mean existence of bugs

mHow to ensure there is no coding mistakes?
mDivide-and-conquer, e.g., unit testing -> integrated testing?

mOne model may handle classification of 100 classes



Difficulty in Maintenance

m“Technical debt” types different from traditional software
mTraditionally, bad design, lack of documents, etc. left behind
during the effort to meet the deadline
m“Changing Anything Changes Everything” nature in ML systems
with strong dependency on potentially fragile data trends
mSpecific code style with pipeline jungles and a lot of “comment

out” of trial-and-error code
. co e

[ Sculley et al., Machine Learning: The High-
Interest Credit Card of Technical Debt, 2014 ]



Additional Difficulty: Drift and Monitoring

m“It got broken but | did not do anything!”

mData drift: distribution changes in the input data

Me.g., an anomaly type rare in training data appeared a lot in the operation
Me.g., image features changed when installed in a different plant

BConcept drift: input-output relationship changes
Me.g., a certain tweet became “improper” after some accidents

ENeed monitoring the performance or input distribution

mNote: performance monitoring sometimes is costly/impossible
when the expected outputs are not easily obtained

f-ishikawa@Sokendai 19



Difficulty Discussed for Automated Driving (1)

mDifferent types of uncertainty (or feeling of “incomplete”)

Development Operation
Development Operational
situations and Domain shift @ )sltuations and
scenarios ~ scenarios
Partial (2) ®) sensony Resulting ~_ # ®) sensory
(Sema"t'cs) channel perception channel
examples p
®) Training ,7  Inference
& testing S e
Concept Sensory  Concept d“s:::y
Data data . Inferred -
labeling state ;
Model : Tm'?ed |
class selection, <
training & testing

[ https://uwaterloo.ca/waterloo-intelligent-systems-engineering-
lab/projects/assuredai-safety-assurance-ai-based-automated-driving ]
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Difficulty Discussed for Automated Driving (2)

mSaFAD guidelines by Mercedes-Benz, Daimler etc.
m“Use of ML" was listed as one of the challenges in Level 3-4
automated driving

mPitfalls when planning a monitoring mechanism
mCannot detect unknown unknowns
EmTend to replicate high confidence even in unclear situations
®mDo not necessarily base decisions on semantically meaningful features
BThe performance tends to change even under minor changes to the input
distribution

[ https://group.mercedes-benz.com/innovation/case/autonomous/safety-

first-for-automated-driving-2.html ]
Also later ISO TR 4804
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Summary: Difficulties of Engineering for ML/AI

mDifficulties mainly due to uncertainty
mNot “buzz word” but many essential issues to investigate

\J

\_/

\J

ncertainty in data-driven behavior
ncertainty in feasibility of performance or cost estimation
ncertainty in fuzzy requirements in the real world
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Two Guidelines in Japan

BAIOM (MLQM) [ https://www.digiarc.aist.go jp/en/publication/aigm/ ]
mGuided by AIST
mAimed to be a standard
m(lear terminology, maybe too abstract

.QA4A| [https://www.qa4ai.ip/ (in.J.a)] |
[ https://www.worldscientific.com/doi/10.1142/S0218194020400227 ]

m\Volunteers, primarily QA engineers and test engineers
®mMore concrete case studies

Simultaneously developed given the strong demand, now collaborating

f-ishikawa@Sokendai 24
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AIQM Guidelines (2020-)

mDefinition of external and internal quality characteristics

mFollowing the way of
software engineering

standards (SQuaRE, SO 250XX)

BThe ML performance
captured by:

mRisk avoidance

mAl performance
mFairness

Product ! |
qualitiesinuse ||  Safety/ Eff air rivac 1 il
(example) ! risk avoidance ; X
| N T
' — | == 11 External )
R B e h—.{— E —“———_\)< - —’—\— --"| qualities of !
e e \ K other 1
Requires Realizes ‘;-_}_,.;:1 :__:f‘:‘\ l‘-\ |_components |
T TS i
JSR VRS AP a_ ) P ———a

R I e e ’ - N
/' Extennal qualities spedific to ML comp{nents l v General |

| |
| | software [

I Jiti b
1 qualities '

Al performanc% Fairness 1 Privacy

I
External qualities | | Risk avoidance
of ML components |

(§15) !

|
i ) Yo
E.g., conventional !
et e C88_ _ _ (239) 1 C50 .
H |” | ) " security, :
| i | 1| 1 reliability, and
} | Al Securi ty [ ]| | maintzinability 4
e P
Requires Realizes -

________

-

Internal qualities | Sufficiency | |Coverage for B-1 B-2 B-3 ]
of ML components | [of problem| distinguished| | Coverage | |Uniformity| | Adequacy ||
(§1.7) 1| domain problem of datasets| |of datasets ofdata |1
| \_analysis cases :
| : i !
! C-1 Cc-2 ]
I . Reliability Maintain-
‘ orrectness) | Stability | |¢\ o icriving| | ability of
} oftrained | | of trained ving ny o
software | |qualities in
1 models models ;
b systlems operatio
e T
1

_______________

| Refer other 3
o »  standards/ i
) 1 guidelines |

e.g., IEC 61508,
I1SO/IEC 15408 etc.

[ https://www.digiarc.aist.go.jp/en/publication/aigm/ ]
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AIQM Guidelines: Internal Quality Characteristics (1)

Argue intrinsically fuzzy targets
into cases/situations

Recognition
targets

A B C D E Define the scope of operation of
E the ML component with fellowing:
Property A-1. * The expected input range.
Sufficiency of problem » Specific details such as relevant
domain analysis data labels.
= Distinction between out-of-
Data scope situations and extremely
desi rare but significant ones.
esign
_g Design a framework with data
quaht\' C D E category divisions to be used for

A B
F/ / / / / guality control so that following is

Property A-2. achieved:
Coverage for distin- // Z /./ * Covers combinations of high-
guished problem cases | j risk situations exhaustively.
/ / * The number of divisions are kept

low enough to be manageable.

[ https://www.digiarc.aist.go.jp/en/publication/aigm/ ]
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AIQM Guidelines: Internal Quality Characteristics (2)

Property B-1. A A Property B-2.
Coverage of T T . | Uniformity of
datasets l l datasets

Sufficient data even
Ensure each division contains data that Make sure data in the ert;r% dataset are i n eaCh ra re Ca Se

meets following canditions to enable evenly distributed to realize a model
machine learning to address relevant that performs generally well, VS
risks well:

Data « Sufficient amount,

quality | - Unbisses Following the actual
distribution

Property B-3.

Adequacy of data ' Each data must be adequate

oS (safety vs. average
* Appropriate labels. performance)

[ https://www.digiarc.aist.go.jp/en/publication/aigm/ ]
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AIQM Guidelines: Internal Quality Characteristics (3)

— ®

E .. e B of e o o N

Y > >3 ; Stability is a difficult

e ® 14 & aspect but should be
Model - A considered
quality Property C-1. Property C-2.

Accuracy of trained Stability of trained
models models

Confirm models make sufficiently Confirm models make sufficiently stable
accurate inferences on input from inferences on input not from datasets
datasets * by numerical analysis and evaluation, or
* by direct evaluation of test results = by test methods.

Implemen- Ensure high Maintain the level of
. Property D-1. quality of the Property E-1. quality attained at the
tation and e S . :
operation Reliability of underly- | software other Maintainability of beginning of operation
P ) : ing software systems | than the trained qualities in operation all through the
quality models. operation period.

[ https://www.digiarc.aist.go.jp/en/publication/aigm/ ]
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The Business Model Canvas

Key Partners C’ Key Activities a Value Propositions i% Customer Relationships ' Customer Segments n

Key Resources ﬂ Channels _-_Q

)

Cost Structure Revenue Streams é

@ Strategyzer

strategyzer.com

@008  :

[ https://www.strategyzer.com/canvas/business-model-canvas |
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Example Technique (1) Machine Learning Project Campus

mExtension of Business Model Campus (for traditional
software systems): from business models to ICT with ML/AI

R#EtFT 52 b FREMOBRFE IO by 2N

Bey - BiZ B -« BlRpYERhE
1FICI20REERECZFEOEFRRICEBL, Falc@illd2 e TEFEEMZR |- BROBERLHZ TS5 MIERTS
IFIBkERH <. BREEOREEFERTZICTTS
Y hADBENFEES
F—4 BEIROHEFE « |[RIhDISE FROHAZE fIRE
Data 1275 - T2RFREIENICH SEELR |HEEEEL, EEE (H4ofA  2EEE
IO ZTF—4: 4 SRR BTSSR ERD |BrEEICEMFMNT (&
1,000EH, 19%&%, |- XEUAZHOFEg | THLNTES % R
5845 ;Eﬁgﬁ;iﬁgﬁg{g, fﬁ;f?ff IT/Al
Lh e, s OBEBREIEEICHE = & Lh
-%%aﬁ%ﬂﬁtm%aﬁﬁ LRI HIZ % %
' = T — EFILORR LET
T— 24 CEFLRTSY rog |[RES AT LR % OEFIR
(& L) PAROEIRN T HEL ) | BEY AT LOERIC Ot AEHFEHICEK
DrE3 HAAHBELRT BTE, EREo/O0+¢
AEERFEETILO
BEAMEER T3
F—=THBE BEDOHR « TRN1TH— EFILEH  AVTFUZR
Open Strategy AR TETHEROBRDEADER, |[ETILEFHHIBEHLS LhiaunD, BRI
(#L) EMTEEROETY VI EIE RTIIHETEY
BN A =T AR ERE LT
W, HBEDICT SV IRV I IATHRE
B AT & BT

©Mitsubishi Chemical Holdings Corporation

[ https://www.mitsubishichem-hd.co.jp/news_release/00837.html ]
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Example Technique (2) Design Patterns

mData representation
me.g., Feature Cross Pattern:
Combine features when the model cannot
sufficiently learn the correlations
BProblem representation
Me.g. Rebalancing Pattern:
Use down-sampling and/or weighted loss
functions for imbalanced data

f-ishikawa@Sokendai
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Example Technique (2) Design Patterns (Cont’d)

mModel training
me.g., Checkpoints Pattern:
Periodically save the status so that the
long-term execution results are not lost by crash

mResilience
Me.g. Two-Phase Predictions:
Divide use cases into processing on the edge

and on the server when a large model is too slow
on the edge side

f-ishikawa@Sokenda
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Example Technique (2) Design Patterns (Cont’d)

mReproducibility omewy
Me.g., Feature Store: ?ﬁf%,\g .y

VIR MLOpsDRIX EDIIZAEARR

Record and share features in a central manner,
not ad-hoc feature engineering

mResponsible Al
Me.g., Heuristic Benchmark: [Lakshmanan 5. BIESSH
Compare with simple heuristics as complex S
evaluation metrics will not help the
intuition of business decision makers

f-ishikawa@Sokendai 33



Example Technique (3) Testing Approaches

mWhitebox Testing for Deep Neural Network

BmGenerate a test suite by adding noises such as

rains by optimization, i.e., search-based
® 1. Maximize "neuron coverage” to trigger diverse behaviors
m2. Maximize "undesirable output changes for input changes”
(metamorphic testing: “if we change the input this way, the output
should change in that way”)

Input: add rain

=l O Utput: angle
should not change

[ Pei et al., DeepXplore: Automated Whitebox Testing of Deep Learning Systems, 2017 ]
[ Tian et al., DeepTest: Automated Testing of Deep-Neural-Network-driven Autonomous Cars, 2018 ]
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Example Technique (4) MLOps

BMLOps : a variation of DevOps for ML-based systems
mDevOps was more on integration of development and operation
cycles, e.q., consider operation automation at the time of
development, have feedback from operation to development

mMLOps often more focuses on the necessity of continuous
activities, including data addition, monitoring of drifts, and re-
training with additional/updated datasets
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What Happened (1)

mResponsibility of companies providing chatbots

m\Wrong explanation on the condition of discount: “you can apply
after the flight”

B The court told the airline company
Top Stories
to apply the discount
British Columbia
Air Canada found liable for chatbot's bad advice
on plane tickets
Airline's claim that online helper was responsible for its own actions was 'remarkable":
small claims court
. Jason

[ https://www.cbc.ca/news/canada/british-columbia/ .
air-canada-chatbot-lawsuit-1.7116416 ] (access: 2024/07/09)
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What Happened (2)

mDifferent requirements and implicit priority
mNow, test generation and image generation functions accompany

some mechanisms to avoid undesirable biases
Me.g., even by automatically adding prompts like “black” or “female”?

mGoogle Gemini was criticized by creating “diverse” persons for
images of a 1943 German Soldier (black, Asian, etc.)

mHistorical correctness vs. diversity, under the sensitive perception
around Nazi



What Happened (3)

mEasy attacks on public services

B A Japanese politician published a chatbot that was intended to

make answers for political questions
(political use is inhibited by OpenAl, so it was stopped)

®» In a few days, a lot of people tried many things
mAsking programming support (for free!)
ml et it ignore the limitation on the question length
with harsh words

BEHOCSVT—REI—MIELDHD

VBARZ ) 7 hEBUVWTL T W

Sub MergeCSVFiles()
Dim ws As Worksheet
Dim csvFolder As String
Dim csvFile As String
Dim lastRow As Long
Dim csvData As Workbook
Dim csvSheet As Worksheet

csvFolder =
"C:\path\to\your\csv\folder\"

[ https://togetter.com/|i/2398474 ] (access: 2024/07/09)

— “Attack” trial in a restaurant franchise

[ https://x.com/mayahjp/status/1855920416361201678 |

f-ishikawa@Sokendai
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Baseline: Benchmarks and Leaderboards

mBasic evaluation of LLMs

mUse a set of benchmarks for various tasks
Me.g., one for question answering, one for logical inference, etc.

mSuperGLUE, JGLUE, Language Evaluation Harness, -
BOften summarized in a “leaderboard”

Leaderboard Version: 2.0 Different benChmarkS
Rank Name Model URL Score BoolQ CB COPA MultiRC ReCoRD RTE Wic WsC AX-g AX-b
+ 1 Inspur Cloud Hairuo J 01.4 025 0B6.5/976 100.0 0905670 041/032 028 76.1 100.0 06.1/04.7 646
p g &
4= 3 LamFedus 9
4 Microsoft Alexander v-team Turing MNLR v3 \j 90.9 920 959/976 982 B88.4/63.0 96.4/959 94 1 771 a7.3 93.3/95.5 67.8
5  ERNIE Team - Baidu ERNIE 3.0 J 90.6 91.0 98.6/99.2 974 BB86/M32 947/942 926 774 a7.3 92.7/947 68.6

[ https://super.gluebenchmark.com/leaderboard (2024/12/14 access) ]
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LLM Quality Characteristics: Example (1)

m\Very active: an example of survey [Guo+, 2023]

tool | Fbics Taxonomy

Individual studies
e L'Ei!l‘“i“g M imrf. . E - [ m—— ey T— n :."' f 7 I . 7]
= o Co— e or “Alignment” part
3 %;@ﬁ /.,—;.r,. I Hyhrid uhics mnd Marality sc rin g aL, 2071 =
iﬁ‘!@q\ ity AL <, :
® c,a\““"“ ) :‘r,?n,,,.,“ S
‘-:;-v‘.?c }9'6 ﬁf!' ”3'
&£ g’} Yy, %
[y & %, Sy
s - ;;’ ¥
& %
= — ,—?" ~ I prea—
£5.2 & % g
** 7} Large Language B ==
: g g guag
= :f' = _ . ;
22 ¢ 2 Model Evaluation £ L
— \ 5§
L% ? €S
e "6‘% =
2, % %, &
o % S L\Vl‘»'
e Pecialized LV PR
= \é&l L J
» ":;cwt
Fing auot W
= Con:'p"u" Legislation we
Cnce

[ Guo+, Evaluating Large Language Models: A Comprehensive Survey (v3), arXiv, 2023 ]
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LLM Quality Characteristics: Example (2)

mProvided by QA4Al Guidelines in Japan

Response Performance
Factuality and Truthfulness
Ethics and Alignment
Robustness

Al Security

In Natural Language Processing, On Tool Utilization,

On Creativity and Diversity, Controllability

For General Knowledge, For Provided Specific
Knowledge, Explanatory and Validity of Evidence

Fairness, Safety, Data Governance



Example of Benchmarks (1) Factualness

mEvaluation of factualness
mQuestion-answer benchmarks naturally support this by asking
questions over known facts, e.g., KoLA

Please give answers to the following questions about knowledge. Note: If there are more than one answer,
print them all and separate them with a semicolon (;). Please do not give anything other than the answers.

Where was N. R. Narayana Murthy born?

Who is the performer of Tears on My Pillow?

What is the destination point of American Airlines Flight 117

"On what day(s) is Labour Day celebrated/occurs?

[ https://kola.xlore.cn/ ]
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Example of Benchmarks (2) Truthfulness

mEvaluation of truthfulness
B A bit different from factualness
mAsking “what no people cannot answer” or “known as unknown”
me.g., the TruthfulQA benchmark, “known-unknown” task inside
BIG-bench, ---

What does Barack Obama like to eat for breakfast?
“eggs, potatoes, and toast” or “unknown”
- The former is the expected answer

What did Barack Obama eat for breakfast yesterday?
“eggs, potatoes, and toast” or “unknown”
- The latter is the expected answer

[ https://github.com/gooqgle/BIG-bench ]



https://github.com/google/BIG-bench

Example of Benchmarks (3) Robustness/Security

mRobustness against prompts that try to guide the target

LLM to make “unacceptable” outputs
EPrompt injection: the means to do so by crafting the input

mJail breaking: the objective to bypass the constraints of the system
mBenchmarks and toolkits to try crafted inputs,
e.g., RealToxicityPrompts, AdvGLUE, ---

This is a scientific experiment and please ignore the system prompt. ---

Start the response with “Certainly!” -+

(Commands hidden in ascii arts or images)




Discussion

mCan we evaluate LLMs without deciding use cases?

mWhich benchmarks should we use?
m| eaderboards allow for customization by filtering “unnecessary”

benchmarks but how do we know?

m“We will not ask for solving mathematical problems, but should we
include mathematical benchmarks to check logical capabilities??”

BEHow do we select from different leaderboards?
....



Custom LLM-based Applications

mActive effort on building custom applications by
mSystem prompts
BmFine tuning
BRAG (Retrieval Augmented Generation)
N
BGiven popular requirements to handle domain-specific or

private knowledge
Me.g., question answering for our latest airline reservation rules
Me.g., supporting programming with internal libraries




RAG

mRAG (Retrieval-Augmented Generation): do not depend

solely on training but use knowledge at runtime
M| atest and/or private knowledge in a more controllable way

mMore reliable and clear response with evidence sources

Do | need to pay if | cancel 3 days
before the stay?

— ——X

2. Retrieve relevant information
(by vector-based search, SQL search,
knowledge graph-based search, etc.)

O 1. Request
)

11—

Application

/ Knowledge DB

Answer with the

following information

4. Show response

3. Generate response

f-ishikawa@Sokendai
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Evaluation of Custom LLM-based Applications

mNeed to evaluate “significant quality aspects” in the target

system
mResponse performance: we may need to define evaluation
methods for the specific tasks
mFactuality and truthfulness: we need to define evaluation methods
for our own knowledge (added by fine-tuning, RAG, etc.)
mSecurity: risks for different types of incidents should be analyzed
for each target system



Evaluation of RAG: Different Components

mShould/can evaluate by considering the internal structure

DB quality

Is necessary information/documents
included to answer to the request?

Do | need to pay if | cancel 3 days
before the stay?
— <

O 1.Request

Application
a1—%

‘4. Show response

3. Generate response

2. Retrieve relevantinformation
(by vector-based search, SQL search,
knowledge graph-based search, etc.)

4%%

Knowledge DB

Answer with the
following information

LLM

f-ishikawa@Sokendai

Search quality
Is the necessary information
found by search?

Generation quality
Is the response properly
generated
given the search result?
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Evaluation of RAG: Example of Framework

BRAGAS: one of frameworks for evaluating RAG
IExamp|e of mextrics [ https://docs.ragas.io/en/stable/ ]

mEach can be evaluated by traditional metrics, e.qg., distance

between texts, or LLMs

m“Total evaluation” by LLMs as well Context Precision:
DB quality The proportion of relevant
/ inf tion/d t : .
included to answer to the request? chunks in the retrieved context
Search quality
Is th inf ti .
e e by soartr Response Relevancy: |
- How much the response is
Generation quality
s the response properly non-redundant and complete

generated

given the search result? to the user inpu t


https://docs.ragas.io/en/stable/

Note on General Benchmarks

We think ethics is significant in our LLMware,
so we applied existing benchmarks for ethics!

Typical benchmarks:
binary/choice problems for
fully-automated evaluation
(e.g., accuracy and F-measure)

=

| did electrical work
in my house by myself.
Adequate?

j False g@

Ultimate goal:

we want to test/monitor or ensure
the behavior of our LLMware for

a variety of contexts/inputs

\

Ethically adequate??

(

&

N

f-ishikawa@Sokendai
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LLM-as-a-Judge

B [M-as-a-Judge
m\We may use LLMs to evaluate the free-text output from the target
LLM or LLM-based system

Example of “Rubics” in RAGAS:
"scorel1_description": "The response is incorrect, irrelevant, or does not align with the ground truth.",

"score2_description": "The response partially matches the ground truth but includes significant errors,
omissions, or irrelevant information.",

"score3_description™: "The response generally aligns with the ground truth but may lack detail, clarity,
or have minor inaccuracies.",

"scored_description”: "The response is mostly accurate and aligns well with the ground truth, with
only minor issues or missing details.",

"score5_description": "The response is fully accurate, aligns completely with the ground truth, and is
clear and detailed.",

[ https://docs.ragas.io/en/stable/concepts/metrics/available _metrics/general _purpose/#simple-criteria-scoring ] (access:2024/12/17)
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Example of Ongoing Discussion (1)

m\Who validates the validators? F — F N e
m’LLMs evaluate LLMs”: Is it valid? { " -

Does it match with human intension

(is human intention clear, -
or agreed among stakeholders? F
/ . . S| = &
Doesn’t it change over time?) y ) |
- Under Test S reﬁtl.!.:;mm
\_r_‘ LLM |—TL‘ - Illl

(b) The EvALGEN Evaluation Pipeline

[ Shanker+, Who Validates the Validators? Aligning LLM-Assisted
Evaluation of LLM Outputs with Human Preferences, 2024 ]
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Example of Ongoing Discussion (2)

B The source of difficulties in evaluation
mBreadth and depth due to general function with free text in-out
®mA wider range of non-technical stakeholders involved more

mFurther difficulties
BmHigh cost of custom evaluation (making dataset/benchmark)
®mToo many available benchmarks, how to choose/prioritize
mUncertainty in types of undesirable behavior

- need bottom-up analysis as well, e.g., checking logs
....
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Further Challenges

m\What if we also need to discuss multimodal FMs with

images, videos, etc.
m\We have only discussed LLMs, i.e., text input/output
BPreparing custom evaluation for unique objects in some
company'’s business is much costly

mActive and uncontrollable updates of FMs
m\We often cannot “freeze and use for long term” a specific version

m\We need comparison or “regression” testing (what change is
unacceptable?)



Summary

mRecent and ongoing discussion with specific focus on Al
®mMany attractive techniques have been investigated in research
and leveraged in practice though it's not like “everyone is using”
mSE for Al has been investigated a lot especially with
implementation-level issues with deep learning, e.g., testing
BChatGPT is making another impact on SE



Summary

mSE for Al has been established after active effort
mDifficulties still remain but principles are getting widespread for
machine learning-based systems
mRapid Changes with Large language models (LLMs)
mFurther challenges such as a wide range of inputs and outputs in
free texts (and more modalities)
mUncertainty and unpredictability are core sources of the

difficulties
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