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Abstract

Bidirectional model transformation plays an important role in maintaining consistency between two models, and has many potential applications in software development, including model synchronization, round-trip engineering, software evolution, multiple-view software development, and reverse engineering. However, unclear bidirectional semantics, weak bidirectionalization method, and lack of systematic development framework are known problems that prevent it from being practically used. To remedy this situation, in this paper, we propose a novel algebraic framework for bidirectional model transformation, by integrating the state-of-the-art technologies on bidirectional tree transformations and algebraic graph querying. We make a significant extension from bidirectional tree transformation to bidirectional graph transformation, and give a powerful automatic bidirectionalization method to derive a backward graph transformation from a forward graph transformation. Moreover, we demonstrate how our algebraic framework can support systematic development of efficient large-scale bidirectional model transformations in a compositional manner. Our experimental results show promise of the new approach.

1 Introduction

Model transformation plays an important role in model-driven software development, which aims to introduce significant efficiency and rigor to the theory and practice of software development. In model-driven software development, models are the key artifacts in all phases of development, from system specification and analysis, to design and testing. The use of models and the application of model transformations open up new possibilities for creating, analyzing, and manipulating systems through various types of tools and languages.

Bidirectional model transformation [25, 2], being an enhancement of model transformation with bidirectional capability, is an important requirement on OMG’s Queries/Views/Transformations (QVT) standard [22] recommended for defining model transformation languages. It describes not only a forward transformation from a source model to a target model, but also a backward transformation showing how to reflect the changes on the target model to the source model so that consistency between two models is maintained. Bidirectional model transformation has many potential applications in software development, including model synchronization [2, 27, 12], round-trip engineering [1], software evolution by keeping different models coherent to each other [20, 8], multiple-view software development [13, 11], and traceability and reverse engineering [5].

Despite these promising uses of bidirectional model transformation in software development, there are still very few serious practical applications in which bidirectional model transformation is actually used. There are three known problems.

First, there is uncertainty over fundamental semantics of bidirectional transformation. As strongly argued in [25], there lacks a clear definition of what bidirectional model transformation means. In practice, a model transformation may not be bijective, so its backward model transformation should not be defined merely as an inverse of forward model transformation. However, if there is no clear semantics of bidirectional transformation or backward transformation is not guaranteed to work without harm, no one would seriously use it in their systems.

Second, there is no powerful bidirectionalization method yet that can be used to automatically derive backward model transformations from forward model transformations so that both transformations form a consistent bidirectional model transformation. Even for simpler tree transformation, it is known [10, 21, 4] to be impractical in the sense that they ask users to write both forward and backward transformations (which may be very big) and to guarantee their bidirectionality. Although some attempts have been made [8, 27], only the part that has direct one-to-one correspondence between
the source and target models can be transformed back and forth.

Third, and very important, there lacks a systematic way to develop bidirectional model transformation in large. As indicated in the conclusion in [9], most model transformation languages [9, 7] based on graph transformations have weak composition mechanism, which makes them hard to support systematic development of model transformations in the large [18]. The existing examples of bidirectional model transformations are somehow too simple to show both challenges and advantages of bidirectional model transformation.

In this paper, we propose a novel algebraic framework for bidirectional model transformation to solve these problems, by integrating two state-of-the-art techniques: bidirectional tree transformations [10, 21, 4, 16] in the programming language community, and the algebraic graph querying language UnQL [6] intensively studied in the database community. We make a significant extension from bidirectional tree transformation to bidirectional graph transformation, and give a powerful automatic bidirectionalization method to derive backward graph transformations from a forward transformation in UnQL+ [14], an extension of UnQL for graph transformation.

Figure 1 depicts an architecture of our algebraic framework. A model transformation is described in UnQL+, which is functional (rather than rule-based as in many existing tools) and compositional with high modularity for reuse and maintenance. The model transformation is then desugared to a core graph algebra which consists of a set of constructors for building graphs and a powerful structural recursion for manipulating graphs. This graph algebra can have clear bidirectional semantics and be efficiently evaluated in a bidirectional manner. Our main technical contributions can be summarized as follows.

- We made the first attempt of adapting an existing well-established graph querying language for model transformation, whose importance has not been recognized so far. We show that UnQL, a powerful graph querying language being suitable for systematic development of efficient graph queries, can be extended for systematic development of useful model transformations, as demonstrated in Section 6.

- We propose the first general method for bidirectionalizing graph transformation, although there have proposed several bidirectional tree transformation languages. Compared with trees, the challenge here is how to deal with cycles and traversals of graphs in bidirectional computation. The key to the success of our bidirectionalization is the simple but powerful internal algebra of UnQL+, where structural recursion can be computed in a bulk way which is suitable for both forward and backward computation.

- We give an efficient implementation of bidirectional computation of UnQL+. We carefully record necessary but least information during forward transformation for later efficient backward transformation, and apply automatic fusion transformation to eliminate unnecessary intermediate models used in model transformation composition. The core system has been implemented in Objective Caml with about 7,500 loc, and all the examples in this paper have been passed by the system. More application examples can be found at the system page1.

The organization of this paper is as follows. After reviewing graph data model and structural recursion in UnQL in Section 2, we show that UnQL can be extended to UnQL+ that are suitable for developing model transformations in a compositional way in Section 3. To implement our bidirectional framework, we show how to desugar UnQL+ to a core graph algebra in Section 4, and how to implement a bidirectional evaluator for the core graph algebra with a clear bidirectional semantics and efficient implementation in Section 5. We show an application in Section 6, discuss related work in Section 7, and conclude the paper in Section 8.

2 Graph Data Model and Structural Recursion on Graphs

We start with a brief explanation of graph data model and structural recursion, which are two important concepts

1http://research.nii.ac.jp/~hu/big/
in the graph querying language UnQL [6]. They serve as the basis of our algebraic framework for model transformation.

2.1 Graph Data Model

External Graph Representation Graphs in UnQL are rooted and directed cyclic graphs with no order on outgoing edges. They are edge-labelled in the sense that all information is stored as labels on edges (the labels on nodes have no particular meaning). Figure 2 gives a small example of a directed cyclic graph with six nodes and seven edges. In text, it is represented by

\[
g = \{a : \{a : g_1\}, b : \{a : g_1\}, c : g_2\} \\
g_1 = \{d : \{\}\} \\
g_2 = \{c : g_2\}
\]

where the set \(\{l_1 : e_1, \ldots, l_n : e_n\}\) denotes a graph which contains \(n\) edges with labels \(l_1, \ldots, l_n\), each of which points to a graph again, and the empty set \(\{\}\) denotes a graph with a single node. Two graphs can be merged using set union operation such as \(g \cup g'\).

As another example, consider to represent the class model diagram in Figure 3 by an edge-labelled graph. This example is from [3], which will also be used in Section 6. A class model consists of classes and directed associations between classes. A class is indicated as persistent or non-persistent. It consists of one or more attributes, at least one of which must be marked as constituting the classes’ primary key. An attribute type is of a primitive data type (e.g. String, Integer). An association specifies an inheritance relation between two classes. The class model in Figure 3 consists of three classes and two directed associations, where each class has a primary attribute. This class model can be represented by the graph in Figure 4, where information is moved to edges.

Internal Graph Representation While the external graph representation is sufficient for users to consider when writing bidirectional model transformation, the internal graph representation is designed for internal implementation and semantics description of structural recursion on graphs. Different from the external representation, the internal representation introduce \(\epsilon\) edge for representing shortcut of two nodes. For instance, we have

\[
\{\epsilon : \{a : g_1\}, \epsilon : \{b : g_2\}\} = \{a : g_1, b : g_2\}.
\]

As will be seen in Sections 2.2 and 5.1, the \(\epsilon\) edge is important in defining both bulk and bidirectional semantics of structural recursion.

Another difference is that for internal composition of graphs, an internal graph may have some node marked with input or output marker, which is called input or output node, respectively. We use \(\&x \in \text{Marker}\) to denote that \(\&x\) is a marker. Input markers are used to select entry points of the graph, whereas output markers are used to connect with other input nodes later.

Graph Bisimulation Graph bisimulation defines value equalities between graph instances. Intuitively, when graph \(G_1\) and \(G_2\) are bisimilar, then every node \(x_1\) in \(G_1\) has a counterpart \(x_2\) in \(G_2\), and if there is an edge form \(x_1\) to \(y_1\), then there is a corresponding edge from \(x_2\) to \(y_2\). UnQL data model extends graph bisimulation by (1) requiring equalities between labels, (2) allowing insertion of one or more consecutive \(\epsilon\) edges between normal edge and target node \((y_1\) or \(y_2\) above), (3) requiring correspondence between input nodes in \(G_1\) and \(G_2\), (4) requiring correspondence between output markers of corresponding nodes (output markers may be associated with the node other than corresponding nodes, provided that the marker is associated with nodes that can be reached by traversing \(\epsilon\) edges).

The notion of extended bisimulation is useful because it allows variation in representing semantically equivalent graphs. It has been shown that a graph transformation defined in UnQL preserves bisimilarity [6]. If two graphs \(G_1\)
and $G_2$ are bisimilar, $f(G_1)$ and $f(G_2)$ are bisimilar for any transformation $f$ in UnQL.

### 2.2 Structural recursion in UnQL

Structural recursion plays a significant role in our framework for description of graph transformation, bidirectionalization, and optimization. As will be shown in Section 4, any graph transformation in UnQL and its extension (Section 3) can be described in terms of structural recursion.

#### 2.2.1 Structural Recursion

Structural recursive function $f$ in UnQL is a recursive computation scheme on graphs defined as follows, where $\odot$ is a given binary operator.

\[
\begin{align*}
f(\{\}) &= \{} \\
f(\{l: g\}) &= l \odot f(g) \\
f(g_1 \cup g_2) &= f(g_1) \cup f(g_2)
\end{align*}
\]

Different choices of $\odot$ defines different functions, and for simplicity we abbreviate the above definition as follows.

\[
sfun f(\{l: g\}) = l \odot f(g)
\]

Note that for a graph $g$ which may contain cycles, the computation of $f(g)$ always terminates under the usual recursive semantics: remember all recursive calls and reuse their result to avoid entering infinite loops.

As a simple example, we may use the following structural recursion to replace all edges labelled $a$ by $d$ and delete the edges labeled $c$ for the graph in Figure 2.

\[
sfun a2dxc (\{l: g\}) = \begin{cases} d & \text{if } l = a \\ f(g) & \text{else} \end{cases}
\]

A natural extension of the above structural recursion is to allow mutual recursion, because any mutually defined functions can be merged into one by the standard tupling transformation [15]. The following mutually defined structural recursive function $relabel$ can replace all labels $name$ under $primitiveDataType$ with $typeName$ in Figure 4.

\[
\begin{align*}
sfun relabel (\{primitiveDataType : g\}) &= \{primitiveDataType : addT(g)\} \\
| relabel (\{l : g\}) &= \{l : relabel(g)\} \\
sfun addT (\{name : g\}) &= \{typeName : addT(g)\} \\
| addT (\{l : g\}) &= \{l : addT(g)\}
\end{align*}
\]

### 2.2.2 Bulk Semantics

One important feature of a structural recursive function is that it can be computed in a bulk manner (called bulk semantics [6]), which make it possible for our bidirectionalization (Section 5.1) and automatic optimization (Section 5.2).

Given a structural recursive function defined by

\[
sfun f(\{l: g\}) = l \odot f(g)
\]
the computation of $f$ on a graph can be performed by the following three steps: (1) applying to each edge the following function

$$f_e(l) = l \odot \& z$$

where $z$ denotes a node with an output marker and $z$ which will be connected with other nodes later, (2) marking the root node of the result graph with the input marker $z$, and (3) joining the results with the $\epsilon$ edge.

To be concrete, consider to apply the structural recursive function $a2d_{\&c}$ to the graph in Figure 2. Applying the function to each edge from $i$ to $j$ gives a subgraph containing a graph with an edge from $S_{ij}$ to $E_{ij}$ (where the dotted edge denotes an $\epsilon$ edge), then marking the root with an input marker, and finally joining the nodes with $\epsilon$ edges according to the original graph shape and input/output markers yields the graph in Figure 5 (left), which is equivalent to the graph in Figure 5 (right) if we remove all $\epsilon$ edges.

### 3 Model Querying and Transformation

UnQL [6] is a graph querying language based on structural recursion, and has an expressive power of FO(TC) (first order with transitive closure), with time complexity of PTIME for graph querying. It has a friendly surface language with a select-where structure, with which users can write graph queries without explicit use of structural recursion. In this section, we review the graph querying language UnQL [6], show our extension of UnQL to UnQL$^+$ for graph transformation (rather than just graph querying) [14], and demonstrate how it is used for writing model transformations.

#### 3.1 Model Querying in UnQL

UnQL, like other query languages, has a convenient and powerful select-where structure for extracting information from a graph. We omit the formal definition of the language syntax, which can be found in [6]. For instance, the following query extracts all persistent classes from the class model in Figure 4, which is assumed to be bound by $\$classDB$.

```
select \$class where
{ Association.(src|dest).Class : \$class \} in \$classDB,
{ is_persistent : { Boolean : true} } in \$class
```

The symbols prefixed with $\$ denote variables. This query returns all bindings of variable $\$class satisfying the two conditions in the where clause. The first condition is to find bindings of $\$class by matching the regular path pattern $Association.(src|dest).Class$ with the graph bound by $\$classDB$, while the second condition is to ensure that the class is persistent.

#### 3.2 Model Transformation in UnQL$^+$

In model transformation, we often want to replace a subgraph satisfying certain condition by another graph. It is onerous to describe these kinds of graph transformations in UnQL because some context structure is required to be copied and propagated. UnQL$^+$ is an extension of UnQL with a new replace-where construct suitable for specifying model transformation. We illustrate our idea with some examples, but omit the details which can be found in [14].

Consider that we want to add a prefix of $class_{...}$ to each class name in the class model. We may write it with the replace-where structure by

```
replace { $name : {} \} by { ("class_{...}\$name) : {} } where
{ _, * .Class.name.String : { $name : { } } } in \$classDB
```

where $\_\_\_\#$ denotes string concatenation, and $\_\*\_\#$ denotes an arbitrary sequence of labels (in the path). The replace-where clause is similar to the select-where clause except that such subgraph to be replaced is bound by either a graph variable $g$ or a pair of a label and graph variables $\{ I : g \}$.

The replace-where construct can be used to define various model transformations such as extension of a subgraph with some new information and deletion of a subgraph satisfying a certain condition.

```
extend $g$ with $g'$ where ...
def \equiv replace $g$ by ($g \cup g'$) where ...
delete $g$ where ...
def \equiv replace $g$ by $\{ \}$ where ...
```
3.3 Compositional Transformation

Unlike most rule-based model transformation languages where model transformation composition is not straightforwardly supported [9], UnQL+ is functional and compositional; model transformations are functions, and smaller model transformations are composed to form a bigger one.

Consider that we want to extract all persistent classes from the class model $\text{classDB}$, and transform them to tables by replacing $\text{attrs}$ by $\text{cols}$ and $\text{Attribute}$ by $\text{Column}$. This can be described by composition of three transformations, each corresponding to one step above.

(* replace $\text{Attribute}$*)
\[
\text{replace}\{\$A : \$g\} \text{ by } \{\text{Column} : \$g\} \text{ where } \$db \text{ in }
\]
(* replace $\text{attrs}$*)
\[
\text{replace}\{\$la : \$A\} \text{ by } \{\text{cols} : \$A\} \text{ where } \$
\]
(* select classes *)
\[
\text{class} \text{ where }
\]
\[
\{\text{Association}, (\text{src}|\text{dest}), \text{Class} : \$class\}
\]
\[
\text{in } \text{classDB},
\]
\[
\{\text{is\_persistent} : \{\text{Boolean} : \text{true}\}\} \text{ in } \$class,
\]
\[
\{\$la : \$A\} \text{ in } \$class, \$la = \text{attrs},
\]
\[
\{\text{cols} : \{\$la : \$g\}\} \text{ in } \$db, \$la = \text{Attribute}
\]

A more involved example and discussion on systematic development of “big” model transformations with composition can be found in Section 6.

4 Desugaring UnQL+ to Graph Algebra

While UnQL+ is for users to write model transformations, UnCAL is its internal algebra for implementation, suitable for bidirectionalization and optimization.

4.1 Graph Constructors

There are nine data constructor which can be used to describe construction of arbitrary graphs.

- $\{}$ (single node graph): it constructs a graph with a single node without an edge.
- $\{l : g\}$ (singleton graph): it constructs a graph with the root pointing to the root of the graph $g$ through the edge $l$.
- $g_1 \cup g_2$ (union of graphs): it unites two graphs as defined in Section 2.
- $\&x := g$ (graph with input marker): it adds some input marker to the root of $g$.
- $\&y$ (output node): it constructs a graph with a single node marked with one output marker.
- $()$ (empty graph): it constructs an empty graph which has neither node nor edge.
- $g_1 \oplus g_2$ (disjoint union of graphs): it constructs a graph by putting two graphs one next to the other horizontally.
- $g_1 @ g_2$ (append of graphs): it connect the two graphs vertically by connecting the output nodes of $g_1$ with corresponding input nodes of $g_2$.
- $\text{cycle}(g)$ (cyclic graph): it connects the input nodes with the output nodes of $g$ to form cycles.

4.2 UnCAL: A Graph Algebra

UnCAL, as defined in Figure 6, has a set of graph constructors and operators, by which arbitrary graphs can be represented and arbitrary graph transformation in UnQL+ can be described.

The first nine expression structures correspond to nine graph data constructors. They are used to describe graph construction. For instance, the graph in Figure 2 can be represented by the following UnCAL expression.

\[
\&z_1 @ \text{cycle}(\&z_2 @ (\&z_3 : \{a : \&z_5\}, b : \{a : \&z_5\}, c : \&z_4),
\]
\[
\&z_5 := \{d : \}\),
\]
\[
\&z_4 := \{e : \&z_4\})
\]

The most important operation for manipulating graphs in this algebra is structural recursion $\text{rec}(\lambda(l, g).e)$, corresponding to the following function $h$:

\[
\text{sfun } h (\{l : g\}) = e @ h(g).
\]

For any structural recursive function defined by

\[
\text{sfun } f (\{l : g\}) = l \odot f(g)
\]

$f(v)$ can be represented in terms of $\text{rec}$ by

\[
\&z_1 @ (\text{rec}(\lambda(l, g).\&z_1 := l \odot \&z_1))(v).
\]

4.3 Mapping to UnCAL

UnQL+ can be fully transformed to UnCAL. UnQL+ is mapped to UnCAL in a way similar to the mapping of UnQL to UnCAL in [6] except for the newly introduced replace-where construct which can be encoded by structural recursion. The mapping from UnQL+ to UnCAL consists of the following six steps: (1) simplifying where clauses;
Given an expression $5.1.1$ Bidirectional Properties

with respect to the forward computation. The forward computation is guaranteed to satisfy the bidirectional properties as the usual UnCAL evaluator does, and the backward computation is efficient by automatic fusion.

We give a set of rules to describe both forward and backward interpretation of expressions of UnCAL, which satisfy the bidirectional properties.

The rules for forward computation is summarized in Figure 7. It is quite standard. We choose some to explain. The rule $\text{FWD}_{SG}$ says that a single graph expression $\{le : e\}$ is evaluated by first computing the label expression $le$ and the graph expression $e$ under the environment $\rho$ and then combining their results. The input marker rule ($\text{FWD}_{I}$) says that the expression $\&x := e$ is evaluated by first computing $e$ and get a disjoint union of $n$ graphs $g_1, \ldots, g_n$ where $g_i$ has the input marker of $\&y_i$, then the root node of this disjoint union is given a new input marker $\&y$ and the original input marker of $\&y_i$ is renamed to a new marker $\&x.\&y_i$. Here the infix operator $\ast$ is a skolem function on markers which is associative, idempotent with respect to default input (root) marker $\&$ and $\&.\&x = \&x.\& = \&x$, and invertible. The most interesting rule is $\text{FWD}_{REC}$ for evaluating structural recursion. As explained in Section 2.2, it computes on each edge of the source graph in parallel and then combines the results.

The rules for backward computation is to reflect the change on the output back to the input by changing the binding information of variables in the environment. The rules summarized in Figure 8, which guarantee the bidirectional properties.
Rules BWD_SN, BWD_ON and BWD_EMP indicate that a graph produced by the single node expression, the output marker expression, or the empty expression should have no effect on the environment because their forward computation does not depend on the environment. Rules BWD_UNION, BWD_DUNION, BWD_APPEND, BWD_REC first use the operator ⇒ to decompose the revised graph in such a way that each can be used for backward computation with one of the subexpressions, and then unify the updated environments by ρ with such rules as ρ′1 ρ′2. We make such decomposition possible by associating graph nodes with information of where they come from during the forward computation. Because of this decomposition, these rules do not allow insertion of new edges. An output graph can be freely updated with insertion and deletion if it is computed from a variable in its forward computation, as seen in Rule BWD_VAR.

One interesting rule is Rule BWD_LET for dealing with composition. It has two stages: performing backward computation for e2 using the forward computation result of e1 before performing backward computation for e1. This rule shows the difference between bidirectional computation and inverse computation, where inverse computation does not need to use input.

As an example of backward computation where modification propagates to source, consider the following simple UnCAL expression in which the forward computation just prepends result edge to $classDB$

\[ \text{let } \$v = \$classDB in \{ \text{result : } \$v \} \]

and suppose the user modifies the “Phone” edge to “Telephone” on the result. Let this result be g’. During backward computation, BWD_LET is invoked, which in turn invokes backward computation of \{result : \$v\} (first stage above) using environment \( \rho = \{ \$classDB \leftarrow h, \$v \leftarrow h' \} \). This invokes BWD_SN which extract \( h' \) from \( g' \) by removing topmost result edge and BWD_VAR reflects this modification back to the binding of \$v. Going back to BWD_LET, using the modified binding of \$v as the new value of the expression $classDB, BWD_VAR is invoked again (second stage above), which results in updated binding of $classDB, the source graph. Lastly, \( \lambda_{\rho} \) unifies the results of the two stages. In computing \( \{ \text{classDB } \leftarrow h' \} \cup \{ \text{classDB } \leftarrow h \} \), \( \cup \) knows that left hand side indicates modification by comparing it with original value of $classDB in its subscript environment. We can thus obtain the updated graph by extracting this new binding from this resultant environment.

5.2 Optimization by Fusion

In our framework, consecutive model transformations are translated into composition of structural recursions in UnCAL. The composition may introduce unnecessary intermediate graphs, but this efficiency can be removed by applying fusion transformation [6]. The following two rules are main fusion transformation rules for cascading rec’s. The first rule is applied when \( e_2(l,t) \) does not depend on \( t \), while the second rule is applied otherwise.

\[
\text{rec}(e_2) \circ \text{rec}(e_1) = \text{rec}(\text{rec}(e_2)) \circ e_1 \\
\text{rec}(e_2) \circ \text{rec}(e_1) = \text{rec}(\lambda(l,g). \text{rec}(e_2)(e_1(l,g) \odot \text{rec}(e_1)(g)))
\]

Here \( \circ \) denotes function composition, i.e., \( (f \circ g)(x) = f(g(x)) \). To make the above rules applicable, we apply the
following rules to move \( \text{recs} \) close to each other.

\[
\begin{align*}
\text{rec}(\{\}) & \quad = \quad \{\} \\
\text{rec}(\{l : d\}) & \quad = \quad e(l, d) \land \text{rec}(e)(d) \\
\text{rec}(e)(d_1 \cup d_2) & \quad = \quad \text{rec}(e)(d_1) \lor \text{rec}(e)(d_2) \\
\text{rec}(e)(\& x := d) & \quad = \quad \& x \land \text{rec}(e)(d) \\
\text{rec}(e)(\{\}) & \quad = \quad () \\
\text{rec}(e)(d_1 \oplus d_2) & \quad = \quad \text{rec}(e)(d_1) \lor \text{rec}(e)(d_2)
\end{align*}
\]

\( g \) does not occur free in \( \varepsilon \)

\[
\text{rec}(\lambda(l, g).e)(d_1 \oplus d_2) = \text{rec}(e)(d_1) \lor \text{rec}(e)(d_2)
\]

\( g \) does not occur free in \( e \)

\[
\text{rec}(\lambda(l, g).e)(\text{cycle}(d)) = \text{cycle}(\text{rec}(e)(d))
\]

\section{An Application: Class2RDBMS}

This section shows how we write an UnQL\(^+\) program for a practical model transformation, \textit{Class2RDBMS}. It is a simplified version of the well known "Class to RDBMS" which was proposed at [3] to compare and contrast various kinds of approaches to model transformations. We show how the model transformation can be systematically developed in UnQL\(^+\) after explaining the requirement of a model transformation \textit{Class2RDBMS}.

\subsection{Specification of Class2RDBMS}

\textit{Class2RDBMS} is a model transformation from Class models, which has been explained in Section 2, to RDBMS models. For instance, it transforms the Class model in Figure 3 into an RDBMS model in Figure 9. The corresponding RDBMS model should satisfy the following requirement. \textit{Class2RDBMS} maps each persistent class in a Class model to a table in a RDBMS model. All attributes of the class or its subclasses are mapped to columns in the corresponding table. If a primary attribute belongs to the class, a \textit{key} pointing from the table to the corresponding column is established. If an attribute belongs to its subclass which is persistent, a foreign key to the corresponding table is established. Non-persistent classes are not mapped to tables, however. One of the main requirements for \textit{Class2RDBMS} is to preserve all the information in the class diagram. That means all attributes of non-persistent subclasses are distributed over those tables stemming from persistent classes which access non-persistent classes. Note that we represent RDBMS models by edge-labelled graphs in UnQL\(^+\) as
well as Class models. This model transformation is not trivial. We show below how to systematically develop it in our framework.

6.2 Class2RDBMS in UnQL+

The framework of UnQL+ allows us to develop bigger model transformations by gluing smaller transformations via intermediate models, without worrying about inefficiency due to the intermediate models. This is because unnecessary intermediate models will be removed automatically by our system. Figure 10 shows the whole transformation of Class2RDBMS in UnQL+. Let us explain how it is systematically developed.

We construct an UnQL+ program for Class2RDBMS by splitting its specification into two steps. On the first step, every persistent class is mapped to a table which is connected with its columns according to attributes of the class and its subclasses. All subclasses are collected by regular path patterns as shown in Section 3.1. If necessary, references pkey and fkeys are added by an extend construct in UnQL+, provided that references refs of Fkey do not point to the referring table because the table may not have been constructed yet. They point to the name of the referring table instead. On the second step, each name pointed by refs is replaced by the corresponding table by using a replace construct.

Our framework allows us to modify on the target model RDBMS. The modification is reflected to the source model Class. For example, we can modify string values (e.g., "Person" and "addr") in the RDBMS model in Figure 9.

7 Related Work

Besides the related work in the introduction, we highlight some others that are related to graph-based model transformation, graph querying, and linguistic approach to bidirectional programming.

Our work is much related to research on model transformation based on graph transformation [9, 22, 17]. AGG [26] is a well-known rule-based visual tool that supports typed (attributed) graph transformations including type inheritance and multiplicities. Triple Graph Grammars (TGG) [19, 12] is an extension of Pratt’s pair grammar approach [23], which aims at the declarative specification of model to model integration rules. Different from these approaches which are rule-based, our approach is function-based, using graph algebras for graph construction, model transformation composition for systematic development, and model transformation manipulation for automatic optimization.

Our work was greatly influenced by interesting work on efficient graph querying [24, 6]. Unlike trees, graphs have subtle issues on their representation and their equivalence. The use of bisimulation and structural recursion in [6] opens a new way to build a framework for both declarative and efficient graph querying with high modularity and composability. This motivated us to extend the framework from graph querying to graph transformation and apply it to model transformation.

This work has been inspired by recent work on linguistic approach to bidirectionalization of tree transformation [10, 21, 4, 16] for tree data synchronization. One important feature of these systems is a clear bidirectional semantics, which, however, does not exist in most existing bidirectional model transformation systems [22, 25]. Although some attempts have been made [27, 2], it remains a challenge to provide a general bidirectional framework for graphs, and our this work is a big step to this direction.

8 Conclusions

In this paper, we propose a novel algebraic framework to support systematic development of bidirectional model transformation. Different from many existing frameworks that are rule-based, our framework is functional and algebraic, which is based on a graph algebra and structural recursion. Our new framework supports systematic development of model transformations in a compositional manner, has a clear semantics for bidirectional model transformation, and can be efficiently implemented.

This work is our first step towards bidirectional model programming, a linguistic framework to support systematic development of model transformation programs. In the future, we wish to look more into relation between the rule-based approach and the algebraic and functional approach, and see how to integrate them to have a more powerful framework for bidirectional model transformation.
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select $tables where
$tables in
(select $assoc where [Association.(src|dest):$assoc] in $db),
([is_persistent].Boolean:true) in $class,
$dests in (select $class where 
$rels in ([Class:$class] U $dests),
$cols in (select $cols where 
[(Class.attrs.Attribute:{name:$n,type:$t})] in $related),
$tables in (Table:$table where 
{Table:{name:$cname}, U $cols} in 
{name:$cname} in $class),
$tables in (extend Stable with $pkeys U $fkeys where
{Table:$table} in $tables,
{cols:$cols} in $table,
{Column.name.String:{$cname:{$}}} in $cols,
$pkeys in (select {pkey:$cols} where 
{attrs.Attribute: {is_primary.Boolean:true, name:String:{$pkey:{$}}} in $class, 
{name = $pkey}}),
$fkeys in (select {fkeys:{Fkey:{cols:$cols, ref:$ref}}} where 
{Class:{$class}, attrs.Attribute.name.String:{$fkey:{$}}, name:$ref} in $dests, 
{name = $fkey}}),
$rels in (select $assoc where 
{Association.(src|dest):$assoc} in $db),
{Class:$class} in (select $assoc where 
{Association.(src|dest):$assoc} in $db),
{is_persistent.Boolean:true} in $class,
{Class:$class} in (select $assoc where 
{Association.(src|dest):$assoc} in $db),
{$tname = $rname})
Figure 10. Class2RDBMS in UnQL**


