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Abstract

This paper presents a world model for location-aware and
user-aware services in ubiquitous computing environments.
It can be dynamically organized like a tree based on ge-
ographical containment, such as user-room-floor-building,
and each node in the tree can be constructed as an exe-
cutable software component. The model is unique to ex-
isting approaches because it can be managed by multiple
computers in an ad-hoc manner and it can provide a uni-
fied view of the locations of not only physical entities and
spaces, including users and objects, but also computing de-
vices and services. A prototype implementation of this ap-
proach was constructed on a Java-based mobile agent sys-
tem. This paper presents the rationale, design, implementa-
tion, and applications of the prototype system.

1 Introduction

Location is an essential part of contextual information,
which has turned out to be useful in many applications, par-
ticularly those for determining position, navigation, routing,
tracking, logistics, and monitoring of pervasive computing
devices. In fact, a variety of location-based services have
been investigated thus far, but most existing services inher-
ently depend on particular sensing systems, such as GPSs
and RFID-tags, and have inherently been designed for their
initial applications.

A solution to this problem would be to provide a lo-
cation model for pervasive computing services. Although
several researchers have explored such models, most exist-
ing models are not available for all pervasive computing,
because these need to be maintained in centralized database
systems, whereas the environments are often managed in
an ad-hoc manner without any database servers. Although
they have been only aimed at maintaining the locations of
people and objects in the physical world, the locations of
computing devices and software that define services are of-
ten required in pervasive computing. Therefore, we need a

general location model that can be used in pervasive com-
puting environments and that can specify logical and phys-
ical entities in a unified manner. This paper focus is on dis-
cussing the construction of such a model, called M-Spaces,
as a programming interface between location-sensors and
application-specific services in pervasive computing envi-
ronments.

In the remainder of this paper, we outline an approach
to building and managing location-based and personalized
information services in pervasive computing environments
(Section 2), the design of our framework (Section 3), and
an implementation of the framework (Section 4). We de-
scribe some experience we have had with several applica-
tions, which we used the framework to develop (Section 5).
We briefly review related work (Section 5), provide a sum-
mary, and discuss some future issues (Section 6).

2 Background

This paper proposes a location model for managing
location-based and personalized services in indoor settings,
e.g., building and houses, rather than outdoor ones.

2.1 Requirements

Pervasive computing environments have several unique re-
quirements as follows:

• Mobility: Not only entities, e.g., physical objects and
people, but also computing devices can be moved from
location to location. Our location model is required
to be able to represent mobile computing devices and
spaces as well as mobile entities. Furthermore, it needs
to be able to model mobile spaces, e.g., cars, which
may contain entities and computing devices.

• Heterogeneity: A pervasive computing environment
consists of heterogeneous computing devices, e.g.,
embedded computers, PDAs, and public terminals.
Location-based and personalized services must be exe-
cuted at computing devices whose capabilities can sat-



isfy the requirements of the services. The model is
required to maintain the capabilities of computing de-
vices as well as their locations.

• Availability: Pervasive computing devices may have
limited memories and processors, so they cannot sup-
port all the services that they need to provide. Software
must be able to be deployed at computing devices only
while they are wanted. The model should be able to
manage the (re)location of service-provider software.

• Absence of centralized databases: Since perva-
sive computing devices are organized in an ad-hoc
and peer-to-peer manner, they cannot always access
database servers to maintain location models. The
model should be available without database servers en-
abling computing devices to be organized without cen-
tralized management servers.

There have been many attempts to construct location mod-
els for pervasive computing environments, e.g., NEXUS
[12, 2], Cooltown [13], RAUM [4] Sentient Comput-
ing [11], EasyLiving [5], and Virtual Counterpart [19].
However, unfortunately most of these have been inher-
ently designed for particular location sensing systems or
application-specific services and need centralized database
servers outside them to maintain their location models.
Therefore, we need to construct a new location model for
pervasive computing environments.

2.2 Design Principles

Existing location models can be classified into two types:
physical-location and symbolic-location [3, 4, 15]. The for-
mer represents the position of people and objects as geomet-
ric information. A few outdoor-applications like moving-
map navigation can easily be constructed on the former.
Most emerging applications, on the other hand, require a
more symbolic notion: place. Generically, place is the
human-readable labeling of positions, e.g., the names of
rooms and buildings. An object contained in a volume is
reported to be in that place. This paper addresses symbolic
location as an event-driven programming model for perva-
sive computing environments. For example, when people
enter a place, services should be provided from their own
portable terminal or their own stationary terminals should
provide personalized services to assist them. Our model
also introduces a containment relationship between spaces,
because physical spaces are often organized in a contain-
ment relationship. For example, each floor is contained
within at most one building and each room is contained
within at most one floor. Our model also has the follow-
ing features:

Virtual counterparts: It introduces the notion of coun-
terparts as digital representations of physical entities or

spaces. An application does not directly interact with phys-
ical objects and places, but with their virtual counterparts.
The model spatially binds the positions of entities and
spaces with the locations of their virtual counterparts and,
when they move in the physical world, it deploys their coun-
terparts at proper locations within it.

Unified view: The model can maintain the locations and
capabilities of computing as well as those of physical en-
tities and services. It also manages the deployment of
application-specific services according to changes in the
locations of physical entities, spaces, and computing de-
vices. That is, the model does not distinguish between
physical entities, spaces, computing devices, including self-
maintaining computers, or application-specific services.

Sensor-independence: Location-sensing systems can be
classified into two types: tracking and positioning systems.
The former, including RFID tags, measures the location of
other objects. The latter, including GPS, measures its own
location. Since it is almost impossible to support all kinds
of sensors, the model aims at supporting various kinds of
tracking sensors, e.g., RFID-, infrared-, or ultra-sonic tags
and computer vision, as much as possible. As the model can
have a mechanism for managing location-sensors outside
itself, it has been designed independently of sensors. 1

Extensibility: The model can be managed by one or more
computers, which may also offer application-specific ser-
vices. It provides a demand-driven mechanism, which was
inspired by ad-hoc mobile networking technology [17], that
discovers the computing devices and services that are re-
quired. It also enables service-provider software to be dy-
namically deployed at computing devices, but only when
the software is wanted.

Local Interaction: People often want to communicate
with someone in front of them rather than with people in
another room. Services running on a device should be valid
within the bounding region surrounding the device, limiting
their presence in space. An entity, including a person or the
computing device’s surrounding scope can be a medium,
e.g., visual, audio, or hand-manipulation, which enables it
to interact with devices. The model enables each entity to
specify the scope within which it can receive services run-
ning on the device according to the media between the entity
and the device.

3 World Model

This section presents a symbolic model for location-based
and personalized services in pervasive computing environ-
ments.

1The model transforms geometric information about the positions of
objects into corresponding containment relations.
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3.1 Containment Relationship Model

Our model consists of software elements, called compo-
nents, which are not only digital representations of people,
objects, or spaces in the physical world but also proxies of
the computing devices and services themselves.

• Virtual counterpart: Each component is a virtual
counterpart of a physical entity, place, or computing
device and maintains its target’s attributes.

• Containment relationship: Each component can be
contained within at most one component according to
the containment relationships between entities, places,
and computing devices. It can move between compo-
nents as a whole with all its inner components.

• Movement range: Each component can confine the
range of its movement within a specified component
that nests it and cannot move beyond this range.

Components are organized within an acyclic-tree structure,
like Unix’s file-directory. When a component contains other
components, we call the former component a parent and
the latter components children. When a component carries
another component beyond the latter’s range, the latter re-
mains within the range or terminates. Each component can
explicitly have a substitute or representation of it within its
descendants, like Unix’s symbolic link. The substitute is
still a component but has no attributes. When it receives

components or control messages, it automatically forwards
the visiting components or messages to its original compo-
nent.

3.2 Component

Components can be classified into four types (Figure 1).

• Virtual Component (VC) is a digital representation
of a physical entity or space in the physical world.

• Aura Component (AC) is a virtual or semantic scope
surrounding a physical entity or computing device.

• Proxy Component (PC) bridges the world model and
computing device, and maintains the subtree of the
model or executes services located in the VC.

• Service Component (SC) is a software module that
defines application-specific services associated with
physical entities or places.

Containment relationships between components reflect on
the structural containment relationships among entities,
e.g., people and things, spaces, i.e., rooms and floors, and
computing devices by using location-sensing systems, as
we can see from Figure 2. For example, when a person
moves from the coverage area of one sensor to the cover-
age area of another sensor, the model detects and moves
the VC corresponding to the moving person from the VC
corresponding to the source location and then the VC cor-
responding to the destination location. If the person has a
computing device, the VC corresponding to the person car-
ries the PC corresponding to the device. When one or more
spaces, e.g., the coverage areas of sensors, geographically
may overlap, our model simply treats these spaces as coex-
istent components.2

Virtual Component (VC)

A person, physical object, or place can have more than one
VC and each VC can contain other VCs, ACs, and PCs ac-
cording to spatial containment relationships in the physical
world. Unlike other existing location models, our model
does not distinguish between entities and places in the phys-
ical world; some entities can be viewed as spaces, e.g., cars
and desks, in the sense that they can contain other entities
inside them. It also permits places to be mobile. For ex-
ample, a car carries two people and moves from location
to location with its occupants. The VC for the car contains
two VCs corresponding to the two people and migrates from
the VC corresponding to the source location to the VC cor-
responding to the destination location as a whole with its
inner components.

2When the model detects such redundancy, it allows one of the two VCs
corresponding to the spaces to contain a component bound to the entity and
the other to contain a substitute for the component.
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Aura Component (AC)

Several researchers on virtual-reality (VR) have provided
the notion of virtual scope, often called aura, where inter-
actions between two objects in a VR become possible only
when the object scopes collide or overlap [6, 10]. In perva-
sive computing environments, interaction between people
and computing devices should be possible when they are
within a specified scope.

• Each entity or computing device can have more than
one virtual scope, called an aura, surrounding it. The
scope is implemented as a derivation of VC, called AC
(Aura Component).

• An entity can only receive services running on a device
while it is within the device’s aura and the device is
within the entity’s aura.

An AC is a virtual bounding-scope depending on media,
e.g., visual, audio, and hand-manipulation, between the en-
tity and device. Each aura surrounding an entity or com-
puting device is a child of the component corresponding to
the entity or device, although the aura may spatially contain
the entity or device. The model allows each aura to define
its own shape and size. For example, a person may have a
half-meter sphere so that he or she can directly manipulate
devices and a computing device may have an aura of a few-
meters corresponding to the range of visibility on its screen.
Each AC surrounding an entity can deploy (or fetch) soft-

ware to define application-specific services at devices (or
from VCs or PCSs) within it.
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Figure 3. Auras for range of user’s hand-
manipulation and for range of computer’s vis-
ibility.
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Proxy Component (PC)

VCs and ACs can have software to define the context-
dependent services inside them. However, they may not
have the ability for executing the software inside them, be-
cause all the computing devices that maintain those do not
have unlimited computational resources. Instead, there are
two facilities by which services can be provided. The first is
to deploy such a service at a computing device embedded in
or visiting a space and execute it on the device. The second
is to directly use the service provided by a computing de-
vice within a space. Therefore, the model treats computing
devices as the following two subtypes of PCs to naturally



maintain the location of computing devices and use the de-
vices as service providers.

• PCS (PC for Service provider) is a proxy of a comput-
ing device that can execute services (Figure 4(a)). If
such a device is in a place, its proxy is contained in the
VC corresponding to the space. When a PCS receives
software for defining services, it forwards the software
to the device that it refers to.

• PCL (PC for Legacy device) is a proxy of a computing
device that cannot execute SCs (Figure 4(b)). If such
a device is in a space, its proxy is contained in the VC
corresponding to the space and communicates with the
device through the device’s favorite protocols.

These components are unique to other existing location
models and are useful in naturally maintaining and using
computing devices.

Service Component (SC)

We should reuse existing location-based and personalized
services as much as possible. The model introduces several
typical software components, e.g., Java Beans and Java Ap-
plets as service provider programs. However, such existing
components may not be suitable in our model. Each SC is a
wrapper for software modules to define application specific
services and each specifies the attributes of its services, e.g.,
the requirements that a device must satisfy to execute those
services. The model maintains the locations of services by
using SCs.
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Figure 5. Attachment of location model to an-
other location with LC

4 Prototype Implementation

This section presents a prototype implementation of our lo-
cation model. Although the model itself is independent
of any programming languages, the current implementation
is built on a Java-based mobile agent system, called Mo-
bileSpaces [21].

4.1 Component Management System

The MobileSpaces system enables agents to be organized in
a tree structure and to migrate to other agents, which may be
on different computers, with their inner agents. Therefore,
it can naturally and easily support a component hierarchy
and migrate components between computers. After this, we
will explain how to implement other features of the model
in the current prototype system.

Distributed Model Management

Our model can be maintained in more than one pervasive
computing device. It introduces a component, called Link
Component (LC). Each LC is a proxy for a subtree that its
target computing device maintains and is located in the sub-
tree that another computing device maintains. As a result, it
attaches the former subtree to the latter (Figure 5). When it
receives other components or control messages, it automat-
ically forwards them to the device that it refers to (and vice
versa). Therefore, even when the model consists of subtrees
that multiple computing devices maintain, it can be treated
as a single tree.
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puters

Component Deployment Management

Component migration in a tree maintained by a computer
is done merely as a transformation of the tree structure of
the hierarchy (Figure 7). When a component is moved to
other components on different computers, a subtree whose
root corresponds to the component and its descendent com-
ponents are marshalled into a bit-stream with digital sig-
natures for authentication and are transmitted to the des-
tination through a TCP connection.3 After they arrive at
the destination, they can continue with their processing, be-
cause not only their program codes but also their states are

3The current implementation marshals components by using Java ob-
ject serialization and supports the notion of weak migration [14].



transferred to the destination like mobile agents. If compo-
nents have a reachable range for their movements, the sys-
tem disallows them from traveling beyond the range. The
system send events, e.g., changing, entering, and leaving, to
components when they enter or leave other components, or
another component enters or leaves them.
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Figure 7. Component containment and migra-
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4.2 Location-Sensor Management System

To bridge location-sensors and devices that maintain sub-
trees, the model introduces location-management systems,
called LSMs, outside the component management systems.
Each LSM manages location sensors and exchanges infor-
mation between other LSMs in a peer-to-peer manner. This
is a lightweight system because it can be operated on em-
bedded computers initially designed to manage sensors, or
computers that can maintain the model or execute applica-
tion services. Hereafter, we will assume that entities and
computing devices have been attached with radio-frequency
(RF), infrared, or ultra-sonic tags that can passively or ac-
tively notify their own identifiers to sensors.

Monitoring Location-Sensors

When an LSM detects changes in the position or presence
of a tag in the coverage area of the sensor that it manages,
it tries to resolve the tag (Figure 8). There are two possible
scenarios, either the tag may be attached to an entity, or it
may be attached to a computing device. The LSM detects
VCs or PCs bound to the entity or device in the subtree that
contains the VC or AC bound to the area in a breadth-first-
search (BFS). This is because such new tags often emanate
from one of their neighboring spaces or their surrounding
space. If the LSM cannot discover any VCs or PCs in the
first step, it multicasts a query message with the identifier
of the tag to other LSMs and computing devices that are
maintaining their subtrees. The LSMs or devices that know
where these the VCs or PCs are located send reply messages

to the multicasting LSM. If LSMs manage sensors that can
measure geometric locations, they can define one or more
virtual spaces within the coverage areas of their sensors and
transform the geometric positions of entities within the ar-
eas into qualitative information concerning the presence or
absence of entities in the spaces.
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Location-based Deployment of Components

When an LSM detects the presence/absence of an entity or
device in an area, it configures the model that is maintaining
the VC or AC bound to the area.

• If a new tag is bound to an entity, the VC bound to the
entity is deployed at the VC or AC bound to the area
that contains the entity. Also, the LSM sends events
to the area’s VC or AC and informs the entity’s VC
about computing devices within the area. If the VC
or AC has services and the devices can satisfy their
requirements, it deploys the services at the devices.

• If a new tag is bound to a computing device, the PCS
or PCL bound to the device is deployed at the VC or
AC bound to the area that contains the device. The
LSM sends events to the PCS or PCL and informs the
area’s VC or AC about the device’s capabilities. If the
VC or AC has services and the device can satisfy the
requirements for these, it deploys them at the PCS.

4.3 Component

In the current implementation, all components are defined
as a subclass of abstract class Component, which had



some built-in methods that were used to control its mobility
and life-cycle.

class Component extends MobileAgent {
void setIdentity(String name) { ... }
void add(Component comp) throws NoSuchComponent { .. }
void remove(Component comp) throws ... { .. }
ComponentInfo getParentComponent() { ... }
ComponentInfo[] getChildren() { ... }
....

}

By invoking setIdentity, a component can assign the
symbolic name of the physical entity or space that it repre-
sents. When a component invokes the add (or remove )
method, it contains the component specified as comp inside
it (or extracts the component specified as comp from itself).

Virtual Component (VC) Each VC is defined as a sub-
class of abstract class VirtualComponent and is bound
to at least one entity or space in the physical world. By
invoking setAttribute, each VC can explicitly record
attributes about its entity or space, e.g., owner, position,
shape, and size. A VC can have SCs for defining services
and it also allows them to access the service methods pro-
vided by the components contained within it by invoking
the getAncestorServices method with a keyword to
obtain a list of suitable SCs.

class VirtualComponent extends Component {
void setAttribute(String attr, String val) { ... }
void registryService(SerivceProvider sp,

VirtualComponent aura) { ... }
ServiceInfo[] getAncestorServices(String name,

Method meth) { ... }
Object execService(ServiceInfo si, Message msg)

throws NoSuchServiceException { ... }
....

}

Aura Component (AC) ACs are implemented as deriva-
tions of VCs and inherit the features of the Virtual-
Component class. As VCs, they can carry services and
deploy these at computing devices. For example, moving
users may also want to constantly change the computers
with which they interacts. That is, their services should be
dynamically deployed by computers near them to assist or
support them. The user’s aura has a bounding scope and
contains such services. When a user moves to another room,
his or her VC migrates to a VC corresponding to a room
with services. The VC deploys the services at appropri-
ate computing devices whose computational resources can
satisfy their requirements (within the scope of the aura) to
execute these services on the devices. The model allows
each computing device to specify its capabilities in CC/PP
(composite capability/preference profile) form [28].

Proxy Component (PC) PCSs and PCLs are key ele-
ments in the model. Each PCS is a representation of a com-

puting device that can execute SCs. When it receives a soft-
ware module, a PCS automatically forwards its visiting SCs
to its target device through an HTTP-based communication
protocol. If the device supports Java’s object serialization
mechanism, the device’s PCS can forward both the classes
and state of the SCs to the device. Otherwise, the PCS can
also extract Java classes from the modules and deploy only
the classes at the device. Each PCS allows other compo-
nents to fetch modules and access the methods of the SCs
that are forwarded to each PCS’s target device as if they
were in it. Each PCL is located at a VC bound to a space
that contains its target device and establishes communica-
tion with its target device through the device’s favorite pro-
tocol, e.g., serial communication and infrared signals. Note
that a computing device can have one or more PCs, which
may be.

Service Component (SC) SCs are defined as subclasses
of the Component class. The model enables SCs to spec-
ify preferable and minimal capabilities for computing de-
vices that they may visit in CC/PP form, e.g,, device types
(Desktop PC, Notebook PC, or PDA), screens, and input
devices. It permit Java Beans or Applets, which are widely
used, to be wrapped by special SCs to be treated as children
of VCs, ACs, and PCs.

4.4 Current Status

A prototype implementation of this model was built with
Sun’s J2SE version 1.4.4 It uses the MobileSpace mo-
bile agent system to provide mobile components and sup-
ports three commercial locating systems: Elpas’s system
(infrared tag sensing system), RF Code’s Spider (active RF-
tag system), and Alien Technology’s UHF-RFID tag (pas-
sive RF-tag system).

Although the current implementation was not built for
performance, we measured the cost of migrating a 4-Kbyte
component (zip-compressed) from the source to the desti-
nation recommended by an LSM over a network. The la-
tency of component migration to the destination after the
LSM had detected the presence of the component’s tag was
390 msec and the cost of component migration between two
hosts over a TCP connection was 41 msec. This experiment
was done with two computing devices that maintain com-
ponent tree, and source and destination computing devices,
each of which was running on one of six computers (Pen-
tium M-1.6GHz with Windows XP and J2SE ver. 5) con-
nected through a Fast Ethernet network. We believe that this
latency is acceptable for a location-aware system used in a
room or building.

4The functionalities of the framework except for subscribe/publish-
based remote event passing can be implemented on Java Developer Kit
version 1.1 or later versions, including Personal Java.



5 Experience

We have had experience with this model in developing and
operating several typical applications for location-based and
personalized services. Since some of these have been pre-
sented in previous papers [22, 23] independent of the model,
this section addresses the use and advantages of the model.

5.1 Location-based Navigation Systems

The first example is a user navigation-system application
running on portable computing devices, e.g., PDAs, tablet-
PCs, and notebook PCs. The initial result on the system
were presented in a previous paper [23]. There has been
many research or commercial systems for similar types of
navigation, e.g., CyberGuide [1] and NEXUS [12]. Most
of these have assumed that portable computing devices are
equipped with GPSs and are used outdoors. Our system
is aimed at use in a building. As a PDA enters rooms, it
displays a map with its current position. We assumed that
each room in the building would have a coverage of more
than one RF-tag reader managed by an LSM, the room is
bound to a VC that had a service module for location-based
navigation, and each PDA could execute service modules
and be attached to an RF-tag. When a PDA enters a room,
the RF-tag reader for the room detects the presence of the
tag and the LSM tries to discover the component bound to
the PDA through the procedure presented in the previous
section. After it has information about the component, i.e.,
a PCS bound to a PDA, it informs the VC corresponding to
the room about the capabilities of the visiting PDA. The VC
then deploys a copy of its service module at the PCS and the
PCS forwards the module to the PDA to which it refers, to
display a map of the room. When the PDA leaves the room,
the model issues events to the PCS and VC and instructs the
PCS to return to the VC. Figure 9 outlines the architecture
for the system and shows the screen of a service module
running on a visiting PDA displaying a map on the PDA’s
screen.

RFID Reader

PDA with RF-tag

computer

location-dependent map 
viewer SC

Figure 9. RF-tag-based location-aware map-
viewer service.

5.2 Follow-Me Applications

Follow-me services are a typical application in pervasive
computing environments. For example, Cambridge Univer-
sity’s Sentient Computing project [11] enabled applications
to provide a location-aware platform using infrared-based
or ultrasonic-based locating systems in a building.5 While
users are moving around, the platform can track their move-
ments so that the graphical user interfaces of their applica-
tions can follow them and be displayed on the screens of
computers near them through the VNC system [18]. The
model presented in this paper, on the other hand, enables
the movement of users to be naturally represented indepen-
dent of location sensing systems. Unlike previous studies
on applications, it can also migrate applications themselves
to computers that are near moving users.

The model binds a user with a VC and two computers
with PCSs that contain two ACs surrounding both of them,
where each AC defines the range of visibility as a one-meter
sphere surrounding its target computer. As we can see from
Figure 10, when a user comes near a computer, the model
deploys the user’s VC at the computer’s AC. The VC then
finds the PCS that refers to the computer via the AC. The
user’s VC deploys applications stored in the user’s AC at
the PCS so that the applications can execute on the com-
puter. When the user moves to another computer, the model
removes the user’s VC from the AC and the VC fetches
its applications from the previous computer via the PCS.
It then allows the user’s VC to contain the PCS that refers
to the computer at the destination. The current implementa-
tion uses an active RF-tag system (RF-Code Spider system).
Since the system can change the coverage of its readers, we
can control the scopes of the two ACs.

5.3 Personal Server

The third example is similar to the second, but it was in-
spired by the personal server proposed by Want [27]. By us-
ing this model, we could easily implement interactions be-
tween personal servers and stationary computers, i.e., wall-
mounted smart displays and public terminals. A user car-
ried a handheld file-sharing server that had no integral user
interface, but had a processor, and secondary storage, and
a wireless LAN network interface and was tied to an ac-
tive RF-tag. When he or her approached a stationary com-
puter, his or her personalized services were dynamically de-
ployed at smart TVs. The user had a VC as a digital rep-
resentation of him or her in the model and this contained a
PCL bound to a personal server that supported a file-sharing
server for maintaining images and the SC that defined an

5Although the project does not report their world model, their systems
seem to model the position of people and things through lower-level results
obtained from their underlying location sensing systems.
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Figure 10. Follow-me desktop applications
between two computers.

image viewer. A smart TV had a PCS that referred to itself
and has an AC for specifying the range of visibility between
the user and the TV. When he or she moved to the TV with
his/her personal server, the model deployed the PCL bound
to the server at the AC surrounding the TV. The PCL then
communicated with the TV’s PCS so that he or she viewed
stored stored in the server on the screen of the TV (Fig-
ure 11). We developed a mechanism that enabled personal
servers and embedded computer [16] to communicate the
PCL could gathers image data from the server and then dis-
play the image data through this mechanism.

personal 
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VC 

(user)
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SC 
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Figure 11. Smart TV executes PCL to access
image data from personal server to display
GUI on screen of TV.

6 Related Work

There has been a great deal of research and commercial
location-based information services, e.g., GUIDE [7] Con-
text Toolkit [20], and commercial GIS software. Most
existing services, e.g., map viewer and tourist navigation,
have been designed to run on portable computing devices

equipped with GPSs and have been dependent on their ini-
tial application-specific services. They lack any general
world model or are inherently based on geometric infor-
mation measured from GPSs. Of these, NEXUS [12, 2]
and Cooltown [13] can transform geometric information
measured from GPSs into references in a symbolic world
model so that they can determine the positions of objects
by identifying the spatial regions that contain these objects.
However, they do not support tracking sensors, which can
measure the location of other objects, e.g., RFID. Sentient
Computing [11] and EasyLiving [5] were aimed at building
smart rooms and supported ultra-sonic or computer-vision-
based tracking sensors instead of positioning sensors. They
do not support other locating systems.

ParcTab [26], Leonhard’s zone model [15], Aura [9], and
RAUM [4] offer symbolic models as a set of names or ref-
erences to places, independent of sensing systems. Like
our model, they can represent containment relationships be-
tween entities and places. ParcTab and Leonhard’s zone
model were aimed at representing the location of people
and physical objects. The RAUM model can represent the
location of pervasive computing devices like ours. How-
ever, these existing models cannot manage the location and
deployment of services and assume that their location mod-
els are maintained in a centralized database server. Virtual
Counterpart [19] supports RFID systems and provides ob-
jects attached to RFID-tags with Jini-based services. Since
it enables objects attached to RFID-tags to have their coun-
terparts, it is similar to our model. However, it only supports
physical entities other than computing devices and places,
whereas our model cannot distinguish between physical en-
tities, places, or software-based services.

The model presented in this paper was initially inspired
by our previous work, called SpatialAgents, which is an
infrastructure that enables services to be dynamically de-
ployed at computing devices that are near people and ob-
jects [23]. The previous framework unfortunately lacked
any location model and could not represent any structural
relationships between physical spaces, e.g., containment re-
lationships between rooms and buildings. We also pre-
sented a framework for dynamically deploying software
components [24], but it was aimed at the self-organization
of distributed systems and lacked any location model. One
goal with the model presented in this paper was to provide a
general-purpose location model for the previous two frame-
works.

7 Conclusion

We presented a location model for developing and man-
aging context-aware services, e.g., those that are location-
aware and personalized, in pervasive computing environ-
ments. Like other existing related models, it can be dynam-



ically organized like a tree based on geographical contain-
ment and each node in the tree can be constructed as an
executable software component. It is unique to other mod-
els, because it can provide a unified view of the locations
of not only physical entities including users, objects, and
spaces but also of computing devices and service-provider
software. It was designed to provide context-aware services
for physical entities rather than model the locations of phys-
ical entities and places. We also designed and implemented
a prototype system based on the model and demonstrated its
effectiveness in several practical applications.

Finally, we would like to identify further issues that need
to be resolved in the future. We need to develop more appli-
cations with the model. Since the prototype implementation
presented in this paper is constructed on Java but the model
itself is independent of the language, we are therefore in-
terested in developing it with other languages. We plan to
design more elegant and flexible APIs for the model by in-
corporating existing spatial database technologies. We are
interesting in designing a query language for mobile enti-
ties and spaces by extending the Ambient calculus [8]. We
also plan to apply the model to software testing for location-
based mobile computing [22, 25].
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