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1 Some “Context-Free” Grammar Formalisms

1.1 Top-Down Rewriting and Bottom-Up Deduction

When Chomsky first introduced the context-free grammar (CFG), it was
defined to be a restricted type of semi-Thue system or unrestricted rewriting
system. An unrestricted rewriting system has rules of the form:

a— f,

where a and 3 are strings of terminal and nonterminal symbols. Such a rule
is interpreted as a permission to rewrite a string vyad to v345. The language
of a rewriting system is then defined to be the set {w € ¥* | § =* w},
where ¥ is the terminal alphabet, S is the designated start nonterminal of the
rewriting system, and =- is the relation of one-step rewriting. It is important
to note that even though the definition of the language generated by a
rewriting system only refers to the rewriting relation between nonterminals
and strings of terminals

B =* w,
it is necessary to define the rewriting relation between strings of terminals
and nonterminals in general:

a="p,

because it is not possible to define the former directly by induction.

The standard presentation of a context-free grammar is the same, except
for the restriction placed on the form of rules. All rules of a context-free
grammar must be of the form

B — a,

where B is a nonterminal and « is a string of terminals and nonterminals.
The definition of the relation = can be given in the same way as in the



unrestricted case. An important fact about context-free grammars, however,
is that the relation

B="w
between nonterminals and strings of terminals can be defined by direct in-
duction, completely bypassing the definition of the binary relation =* on

(Nux)*:t

B=*w iff for some rule B — vgBivi...Vn_1Bnvn,
it holds that B; =* w; for i = 1,...,n and
W = VpW1iV1 . .. Vp—1WnpUp.

In order to distinguish the above direct definition of the relation B =* w
from the standard one, let us use a different piece of notation

B(w)

to express the same relation. A rule of a context-free grammar can now be
represented as a Horn clause:

B(vpzivy ... Up—12p0y) :— Bi(x1), ..., Ba(xy),
and the generated language can be defined as
L(G) = {w e T* | e S(w) },

where ¢ B(w) means that B(w) can be deduced from the set of rules of G
viewed as a Horn clause program.

The standard rewriting view of the CFG is very close to the nonde-
terminisitc pushdown automaton model equivalent to it, while the above
alternative “deductive” view leads to an alternating Turing machine (oper-
ating in logarithmic space).? Another way to express the difference is that
the rewriting view is sequential, while the deductive view is parallel. The
former gives rise to an exponential-time, backtracking, stack-based recogni-
tion algorithm, and the latter naturally leads to a polynomial-time, tabular

' use calligraphic N to denote the set of nonterminals.

2An alternating Turing machine is a generalization of a nondeterministic Turing ma-
chine that has universal and existential states. If a configuration is in an existential state,
at least one of its successor configurations must lead to acceptance, while if a configu-
ration is in a universal state, all of its successor configurations must lead to acceptance.
In establishing B(w), the choice of a rule B — voBivi...vn—1Bnrv, and the choice of
substrings w; of the given string w constitute existential (nondeterministic) moves, while
checking all of B;(w;) is realized as a universal move.
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Figure 1: The top-down rewriting view (left) and the bottom-up deductive
view (right) of a context-free rule.

recognition algorithm. Or rather, the deductive view lies behind the simple
bottom-up tabular recognition algorithm for CFGs. The derivation tree of
w € L(Q) is, with subtle points aside, just the derivation tree of kg S(w).
The standard notion of a derivation S = a9 = a1 = -+ = a,, = w need not
play any role in the definition of context-free grammars; it was just a histor-
ical accident that the CFG was introduced as a restriction of the semi-Thue
system.3

The notion of a context-free grammar can be generalized to various ob-
jects other than strings. (See Figure 1.) Under the top-down rewriting view,
the right-hand side of a rule is a complex object made up of terminal and
nonterminal symbols. Under the bottom-up deductive view, the argument
to the nonterminal on the left-hand side is a complex object made up of ter-
minal symbols and variables appearing on the right-hand side (ranging over
complex objects made up of terminal symbols). An important notion, under
both views, is the operation of substitution of complex objects for nontermi-
nals or variables, in the free algebra of objects of an appropriate type (e.g.,
strings, trees, tree contexts, etc.). If M is a complex object made up of
terminal symbols and variables X1,...,X,,, and P,..., P, are complex ob-
jects made up of terminal symbols, then we write M [X1:=Py,..., X, :=P,]
for the result of substituting P, ..., P, for Xy,..., X,, respectively, in M.
If

B(M) :— Bi1(X1),...,Bn(Xp)

is a rule in a context-free grammar GG on an appropriate type of object, then

3The Horn-clause representation of a CFG is a special case of an elementary formal
system, which Smullyan (1961) introduced to develop recursion theory on the basis of
strings, rather than natural numbers. Elementary formal systems were later rediscovered
by Groenink (1997), who called them literal movement grammars. In a better possible
world, Smullyan’s dissertation would have appeared a few years earlier and Chomsky
would have based his theory of formal grammars on Smullyan’s work, rather than on the
work of Thue and Post.



the interpretation of this rule is the implication from
Fa Bi1(P1),...,Fa Bn(Py)

to
Fa B(M[X1 =P,..., X, = Pn]),

for all objects Py, ..., P, of the appropriate type. The language of G (i.e.,
set of objects of the appropriate type generated by G) is defined to be
{M | g S(M)}, where S is the distinguished nonterminal (start symbol)
of G.

1.2 Multiple Context-Free Grammars

One big advantage of the bottom-up deductive presentation is that it allows
for a straightforward generalization to grammars that generate tuples of
objects, rather than single objects, such as multiple context-free grammars
(MCFGs). An MCFG is a context-free grammar on tuples of strings. A rule
of an MCFG is a Horn clause of the form

B(tl, e 7t7‘) = Bl($171, e 7'7;1,7’1)7 e 7Bn(xn,17 e 7xn,7“n)7

where B, By, ..., B, are nonterminals, z11,..., %y, are pairwise distinct
variables, and t1,...,t, are strings made up of terminals and variables on
the right-hand side. It is required that each z; ; appear exactly once on the
left-hand side, or, in symbols:

[t1...tp|e;; =1 foralli € [1,n] and j € [1,7],

where |w|. denotes the number of occurrences of ¢ in w.* Each nonterminal
is interpreted as an r-ary predicate on terminal strings, the arity » depending
on the nonterminal. The arity of the start nonterminal is 1. If the maximal
arity of nonterminals is < m, the grammar is called an m-MCFG. Note that
1-MCFGs are just CFGs.

Formally, an m-MCFG is a quintuple G = (N, %, , P, S), where N is
a set of nonterminals, Y is a set of terminals, « is a function from N to
{1,...,m}, P is a set of rules, and S € N has «(S) = 1. The arity of a
nonterminal B is given by a(B).

4In Seki et al.’s (1991) original definition, the requirement was that each x; ; appear
at most once on the left-hand side.



The following 2-MCFG generates RESP = { a]*a5'bby a5 a'b5b} | m,n >

0}:

nn

(w1y172Y2) :— P(21,22), Q(Y1,Y2).
€,€).

)

(e, €
P(ayziag,azzoay) :— P(x1,22).
Q(e, €).
Q(b1y1b2, b3y2bs) :— Q(y1,y2)-
The language of an MCFG is a multiple context-free language (MCFL).

There are many other formalisms characterizing the class of MCFLs (see,
e.g., Kanazawa 200x).

1.3 Regular Tree Grammars and Multiple Regular Tree
Grammars

A ranked alphabet is a finite set A = J, oy A™ | where A™ N AM) = & if
m #n. If f € A nis the rank of f. The set Ta of trees over a ranked
alphabet A is the smallest set satisfying the following condition:®

If fe AW and Ty,...,T), € Ta, then (fT1...T}) € Ta.

Let X be a finite set of variables, disjoint from A. The notation Ta(X)
denotes the set Taux, where (AUX)(® = A® UX and (AUX)™ =AM
for all n > 1. Let Xy = {z1,...,2x}. H Uy,..., Uy € Ta and T € Ta(Xy),
then T'[xy :=Uy,...,z := Uy| is the result of substituting Uy,..., Uy for
x1,...,Tp, respectively, in T, defined recursively as follows:
(fTy ... Ty)|x1:=Un,...,25 :=Ug] =

(le[azl =Uq,...,25 = Uk] .. .Tn[azl =Uq,...,25 = Uk]) if fe A(n),

xilxy:=Uy,...,x, :=Ux| = Uj;.

A tree T € Ta(X) is a simple tree if each variable in X appears exactly
once in 7', or, in symbols,

|T|; =1 forall z in X.

A regular tree grammar (RTG) is a context-free grammar on trees over
some ranked alphabet A. Symbols of A are terminal symbols. Nonterminals

®A common alternative notation for (fT1...Ty) is f(T4,...,Ty).



of the grammar all have arity 1, as in the case of ordinary context-free
grammars. Rules of an RTG have the following form:

B(T) :— By(z1), ..., Bn(zn),

where T is a simple tree in Ta(X,,).
Formally, an RTG is a quadruple G = (N, A, P, S), where N is a set of
nonterminals, A is a ranked alphabet of terminals, P is a set of rules, and

SeN.

Here is an example of an RTG:

S(fzy) :— P(z),Q(y).

Here, A = AO UA® UAB) = {a,b,¢,d,e} U{f} U{g}. The language of
this RT'G consists of all trees of the form

f(ga(...(gaeb)...)b)(ge(...(gced)...)d).
—_—— e M

n times n times m times m times

The language of an RTG is called a regular tree language (RTL). The
regular tree languages coincide with the languages recognizable by finite tree
automata.

The function yield from Ta to (A®)* is defined recursively as follows:

yield(f) = f if f e A,
yield(fTy ... T,) = yield(T1) ... yield(T},) if f € A™ and n > 1.

If L C Ta(X), we write yield(L) for {yield(T) | T € L}. If L is a regular
tree language, yield(L) is a context-free (string) language. Conversely, every
context-free language is yield(L) for some regular tree language L.

A multiple regular tree grammar (MRTG) is a context-free grammar on
tuples of trees. Nonterminals of an MRTG have variying arity, and rules are
of the form:

B(Ty,...,T,) :— Bi(z11, .- Z1p1)s -, Bu(@nts - s Tnry)s



where T1, ..., T, are trees in Ta({x;; | i € [1,n],j € [1,73] }) such that

Z\Tkkcm =1 forallie[l,n]and j € [1,r].
k=1

The arity of the start nonterminal is 1.

Formally, an m-MRTG is a quintuple G = (N, A, o, P, S), where « is a
function from N to {0,...,m} and «(S) = 1.

Here is an example of a 2-MRTG:

S(friz2) :— P(x1,22).
P(e,e).
P(gax1b, gcxad) :— P(x1,x2).

Here, A = AO UA® UAG) = {a,b,¢,d,e} U{f} U{g}. The language of
this MRTG consists of all trees of the form

flga(...(gaebd)...)b)(ge(...(gced)...)d).
—_—— —— —— N —

n times n times n times n times

The language of an MRTG is a multiple reqular tree language (MRTL).
If L is an MRTL, then yield(L) is an MCFL. In fact, if

B(Tl, N ,Tr) = Bl(xl’l, e ,$1,7-1), ey Bn($n,1a e ,$n’7«n)
is an MRTG rule, then
B(yield(Ty),...,yield(T})) :— Bi(z11, - s @10, )s- -, Bo(Tn1s -, Tnry)

is an MCFG rule. Conversely, every MCFL is yield(L) for some MRTL L.

1.4 Linear Context-Free Tree Grammars and Multiple Lin-
ear Context-Free Tree Grammars

An n-ary tree context is an expression
ALy ..oz T

where T is a simple tree in Ta(X,,). The application of an n-ary tree context
U=Mxy...2,.T to trees 1T1,...,T, is defined as

app(U, Th, ..., Ty) =Tz :=T1, ...z, :=T,).



A tree context is an n-ary tree context for some n. Note that a O-ary tree
context is just a tree.

Let Y be a ranked alphabet disjoint from A. We let AUY be the
ranked alphabet such that (A UY)™ = A yY®™, For i € [1,1], let
Ui = \xy...xp,.V; be an n;-ary tree context over A. Let y; € Y () and
let T' € Tauy(X). The result of substituting Uy, ...,U; for y1,...,y; in T,
Tlyy :=Ui,...,y; :=Uj] in symbols, is defined recursively as follows:

(fTh...To)y1:=Un,...,y:=U)) =

Ol =U1,...,y=U].. . Ty :=Ur,...,y =0y if f € A,
zyr:=Up,...,y:=U) =2 ifzxeX
(yiTl e Tm)[yl = Ul, e Y= Ul] =

app(Ui, Thlyr :=Us, ...,y = Ul .. Ty [y1 = Uy ooy = Ul)
(YT ... Ty :==Un,...,y1:=U] =

yOilyr:=Ur,.c =0l Talyr:=Ur, ..o oye=0 iy &{yr,... b

A linear context-free tree grammar (LCFTG) is a context-free grammar

on tree contexts. Each nonterminal is a (unary) predicate on n-ary tree
contexts for some fixed n, which is the nonterminal’s rank. The rank of
the start symbol S is 0. We write p(B) for the rank of nonterminal B. To
express a rule of an LCFTG, we use a set Y of ranked variables ranging

over tree contexts. A variable of rank n ranges over n-ary tree contexts. A
rule of an LCFTG is of the following form:”

B(\zy...2,.T) :— Bi(y1), ..., Bi(y),

where n = p(B), y; € YWB)) for each i € [1,1], and T is a simple tree in
Tauy (X;,) such that for all y € Y,

1 if y =y, for some i € [1,1],
|T|y = .
0 otherwise.

5This is actually what is called a linear non-deleting context-free tree grammar in the
literature on context-free tree grammars.

"The usual formulation of a context-free tree grammar uses the top-down rewriting
view of rules, and does not use A:

Bzi...xq — Ty1:=B1,...,y:= Bj].



Formally, an LCFTG of rank m is a qunituple G = (N, A, p, P, S) such
that p is a function from N to {0,...,m} and p(S) = 0. Note that an
LCFTG of rank 0 is just an RTG.

Here is an example of an LCFTG:

S(yee) :— P(y).
P()\:B1£C2.fx1$2).
P(Ax1x2.a(y(bx)(bx2))) :— P(y).

Here, A = A® UA®D UA® = {e} U{a,b} U{f}. The language of this
grammar consists of all trees of the form:

al... (a(f((...(be).. ) )(b(..(be)...))))...),
—_— Y—— Y =~

n times n times n times n times n times n times

or, in abbreviated form:
a(f(b"e)(b"e)).

The yield images of the languages of LCFTGs coincide with the lan-
guages of non-duplicating macro grammars and with the languages of cou-
pled context-free tree grammars.®

A multiple linear context-free tree grammar (MLCFTG) is a context-free
grammar on tuples of tree contexts. Each nonterminal is associated with a
vector (nq,...,n,) of natural numbers, called its sort, and takes an r-tuple of
tree contexts as arguments; the i-th argument is an n;-ary tree context. We
write o(B) for the sort of nonterminal B. The start symbol S is associated
with o(S) = (0), i.e., S takes a tree as its sole argument. A rule of an
MLCFTG is of the form

B(Ul, . .,U«,«) = Bl(yl,h e 7y1,7“1)7 e 7Bn(yn,17- . '?y'flﬂ”n)a

where o(B) = (n1,...,n,), U; is an;-ary tree context over AUY fori € [1,7],
o(B;i) = (nig,... i) forie[1,n], y;; € Y (i) and

: 1 ify=uy;; for some i€ [1,n| and j € [1,r;],
Z ‘Uk|y = .
0 otherwise.

k=1

Formally, an MLCFTG is a quintuple G = (N, A, 0, P, S), where o is a
function from A to N* and o(S) = (0).

80ne can think of non-duplicating macro grammars as context-free grammars on string
contexts.



Table 1: Context-free grammars on ...

. unary tree contexts  n-ary tree contexts
strings trees

C[.T] C[Jfl,. "7‘T7l]
. TAG
single CFG RTG (monadic LCFTG) LCFTG
multiple | MCFG MRTG MCTAG MLCFTG

RTG: regular tree grammar

LCFTG: linear (non-deleting) context-free tree grammar (Rounds 1970, En-
gelfriet and Schmidt 1977, Kepser and Ménnich 2006)

MCFG: multiple context-free grammar (Seki et al. 1991)

MRTG: multiple regular tree grammar (Raoult 1997, Engelfriet 1997)
MCTAG: (set-local) multi-component tree-adjoining grammar (Weir 1988)
MLCFTG: multiple linear context-free tree grammar (cf. Engelfriet and
Maneth 2000)

Here is a simple example of an MLCFTG:

S(f(yree)(yzee)) :— P(y1,y2)
P(Azq1z2.a(y1(bz1)(bxe)), Ax122.0(y2 (bx1)(bx2))) :— P(y1,y2)
P()\l'l.%‘g.fxl.%'g, /\:leg.f:nlxg).

Here, the terminal alphabet is A = A UAM UA®) = {e} U {a,b} U{f}
and o(S) = (0) and o(P) = (2,2). The language of this grammar consists
of all trees of the form

f(a(...(a(f(b(...(beu)(Meu))u>

n times n times n times n times n times n times

a(...(a(f(b(...@eu)(ueu))u)

or, in abbreviated form:

fa®(f(b"e) (")) (a" (f(b"e)(b"€))).

Table 1 contains all formalisms that have been discussed.
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2 Second-Order ACGs: Context-Free Grammars
on Linear A-Terms

A second-order abstract categorial grammar is a context-free grammar on
typed linear A-terms and generalizes all preceding formalisms.

The terminal alphabet of an abstract categorial grammar (ACG) is a
higher-order signature ¥ = (A, C,T), where A is a set of atomic types, C' is
a set of constants, and 7 is a type assignment function from C to .7 (A). The
set T (A) of types built on A is defined inductively as the smallest superset
of A satisfying the condition that if o, 5 € . (A), then a — € T (A).

Abstract categorial grammars generate linear A-terms over a given
higher-order signature. Let X be a countably infinite set of variables. The
set A(X) of (untyped) A-terms over a higher-order signature ¥ = (A4,C, 1)
is the smallest superset of X U C satisfying the following conditions:”

1. It M,N € A(Y), then (MN) € A(S):
2. If M € A(Y) and z € X, then (A\x.M) € A(Y).

The set FV(M) of free variables of M is understood in the usual way. A
A-term M is closed if FV(M) = @; it is pure if it contains no constants.
A-terms come in different types, and when a A-term has free variables
in it, its type is determined relative to an assignment of types to its free
variables. A type environment is a finite set I" of variable declarations of the
form x : o (where z € X, € 7 (A)) in which no variable is declared more
than once. A type environment is usually written as a list x1:aq, ..., Tn .
The following inference system, A—y, derives typing judgments of the form
I'Fx M : «, where ' is a type environment, M € A(X), and o € T (A):

Fec:7(e) foreceC, rz:abyz:a forzeXand ae T(A),
ks M: G
'—{z:a}Fs Xz M:a—p
'y M:a— 03 AFy N:a«
TUA Fy MN: 3

We write I' - M : o when M is pure, omitting reference to .10

if 'U{z:a} is a type environment,

if U A is a type environment.

As usual, we omit the outermost parentheses and write MNP for (M N)P, \e. MN
for Az.(MN), and Azy ... xn.M for Axi.(...(A\z,.M)...). The notation MN* abbreviates
MN ... N with “N” repeated k times.

00ur use of the symbol F corresponds to — in Hindley 1997 and = in Mints 2000.
This inference system has the property that if z1:a1,...,Zn:0n Fx M :a, then FV(M) =
{z1,...,2,}. However, Weakening is derivable in this system in the sense that I' Fx; M :
implies ',z : B b5 (A\y. M)z : o, where z,y € FV(M).

11



ACGs only use linear A-terms. A A-term M is linear if the following
conditions both hold:

1. for any subterm Az.N of M, z € FV(N);
2. for any subterm NP of M, FV(N)NFV(P) = @.

We denote the set of linear A-terms over 3 by Ay, (). It is known that
for every I' and «, there are only finitely many pure linear A\-terms M in
(B-normal form such that '+ M : «.

See Barendregt 1984, Hindley 1997, Sgrensen and Urzyczyn 2006, or
Hindley and Seldin 2008 for other standard notions in A-calculus, such as
substitution (of a A-term for a free variable in a A-term), a-conversion, 3-
reduction, 3-normal form, and n-long form. We write — 3 for -reduction,
and =g for $-equality. We denote the S-normal form of M by [M]|g.

In a second-order ACG (over a higher-order signature ¥ = (A, C, 7)),
each nonterminal B is associated with its type o(B) € J(A). A rule of a
second-order ACG over a higher-order signature ¥ is of the form

B(M) :— B1(X1),...,Bn(Xp).
where M is a linear A-term such that
X1:0(B1),...,Xpn:0(By) Fs M : 0(B).

Formally, a second-order ACG is a quintuple G = (N, 3,0, P, S), where
¥ is a higher-order signature (4, C,7) and o is a function from N to 7 (A).
The language of G is defined to be L(G) = {|M|g | Fq S(M)}. We say
that G has complexity n if the order of o(B) is bounded by n.!'! We denote
the class of second-order ACGs of complexity n by ACG g y).

This presentation of second-order ACGs is different from the official def-
inition of second-order ACGs and does not generalize to ACGs in general,
but makes it easier to compare second-order ACGs with other context-free
formalisms. If 7 is a rule

B(M) :— Bi1(X1),...,Bn(Xy),

"The order of a type « is defined recursively as follows:
ord(p) =1 ifpe A,
ord(a — 3) = max(ord(a) + 1,0rd(3)).

This convention is standard in the literature on higher-order unification and matching, but
there are a significant number of people who start counting at 0 rather than 1. Second-
order ACGs would then be called first-order ACGs.

12



then in official presentation there will be an abstract constant corresponding
to m whose type is By — --- — B, — B and whose object realization is
AXp... X, M.

3 Encoding Context-Free Formalisms with
Second-Order ACGs

3.1 Encoding Tree Grammars

A ranked alphabet A can be represented by a second-order signature L% =
({0}, A, 7a), where for each f € A 7A(f) = 0" — 0. We call 2% a
tree signature. We identify a tree in Ta with a closed f-normal A-term
in Ajn(E%%) of type o in the obvious way. It is then clear that regular
tree grammars and linear context-free tree grammars are special cases of
second-order ACGs.

A second-order ACG G = (N, X, 0,P,S) is called tree-generating if X is
a tree signature and o(S) = o.

If G is a class of ACGs, we let TR(G) denote the class of tree languages
generated by tree-generating ACGs in G. We have

In both cases, one direction is obvious given the representation of trees by
linear A-terms. The other direction is also not difficult.

3.2 Encoding Strings

One way to encode strings with linear A-terms is to view them as unary tree
contexts over a monadic ranked alphabet, where each symbol has rank 1.
Thus, a string a; .. .a, is represented by

Jai...an/ = Az.a1(... (anz)...).

Strings over an alphabet Y are represented by closed linear A-terms of type

0 — o over the signature X5 = ({0}, T, 7), where 7(a) = 0 — o for all

a € Y. We call a higher-order signature of the form E?ring a string signature.
A second-order ACG G = (N, 3,0, P, S) is string-generating if ¥ is a string

signature and o(S) =0 — o.

13



Under the representation of strings by linear A-terms, concatenation is
just the B combinator:
B = \zyz.z(yz).

It is easy to see that for all strings u, v,

B/uf [v/ —p [uv].

The yield function is represented by the homomorphism (or lezicon):

fo M1 Ynzn (oo (ynz) ... ) i 7(f) = 0™ — o for some n > 1,
Az.fz if 7(f) = o,

O 00— 0.

If G is a tree-generating second-order ACG, applying the yield homomor-
phism to G gives a string-generating second-order ACG G’ generating the
yield image of the tree language of G. If G is of complexity n, the complexity
of G' will be n + 1.

If G is a class of ACGs, we let STR(G) denote the class of string languages
generated by string-generating ACGs in G. We have

STR(ACGgz) = CFL,
STR(ACGg3) = yCFTL,

where yCFTL is the class of yield images of CFTLs (i.e., non-duplicating
macro languages).!? The inclusion from right to left follows from the cor-
responding results about tree-generating ACGs (at complexity level decre-
mented by 1). The other direction also does not require too much work.

3.3 Encoding Tuples as Typed Linear \-Terms

There is a standard way to represent tuples by A-terms. An n-tuple
(M, ..., My,) of A-terms of type aq,...,«, can be represented by a A-term

<M1, ‘e .,Mn> = /\’LU.’LUMl ‘e .Mn,

which has type (a;—- - -—a,,— ) — for any 3. Note that if My, ..., M, are
linear A-terms, then (M, ..., M,) is also linear. The projection functions

Di: <M1,,Mn>i—>MZ

12 According to the definition of string generating second-order ACGs, we have
STR(ACG2,1) = @.

14



are usually defined by

pi = Ay y( ATy ... Tp.25),

but these are not linear A-terms. In multiple context-free grammars, as well
as in multiple linear context-free tree grammars, each component of a tuple
is used exactly once in some context C[O, ..., O], and we have

ClMi,..., M, =g (Mi,...,My)(Az1...2,.Clx1,...,24)]),

so the effect of projections and plugging into a context C[O,...,0O] is
achieved by feeding the linear A-term Az ...x,.C[z1,...,2,] to the tuple.
There is the problem of typing, however. In order to type the lin-

ear A-term (My,...,Mp)(Axy...2,.Clx1,...,2y,]), we have to assign to
(My,...,My) the type (a7 — -+ — a, — ) — (3, where [ is the type
of Clz1,...,zy]. If one wants to use components of tuples in contexts

C[3,...,d] of varying types, no single typing of (Mj,..., M,) makes it
possible for (M, ..., My) to apply to A\zy ...x,.Cx1,...,x,]. However, we
have to represent the tuple of arguments of a nonterminal by a A-term of
some fixed type.

Fortunately, since string- and tree-generating ACGs use a higher-order
signature with just one atomic type o, it suffices to use (a3 —- - -—a,—0)—0
as the type of (My,..., M,), where a1, ..., ay, are the types of My,..., M,.
Since the type of any context ends in o, we have

ClMy, ..., My =gy Ay1 ...y (M1, ..., Mp)(Ax1...2,.Clar, ..., Tply1 - Yk),

and this is typable by assigning to y1,...,yx types 51, ..., Bk, respectively,
if C[xy,...,2,] has type B — ... B, — o.

Using this representation of tuples, our example MRTG can be encoded
by the following second-order ACG:

S(X(A\xyz0.fr122)) :— P(X).
P(Aw.wee).
P(Aw. X (Azi1ze.w(gaxib)(gexad))) :— P(X).

This ACG has o(S) = 0 and o(P) = (0> —0)— o0, corresponding to a(S) = 1
and a(P) = 2 in the MRTG. In general, MRTGs can be encoded by an ACG
in AC(273).

TR(ACG(3,3) 2 MRTL.
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Applying the yield function to both sides, we can conclude

Using the same technique, we can represent our example MLCFTG by
the following second-order ACG:

S(X (Ay1yz2.f(y1ee)(yzee))) :— P(X).
PAw.w(Axyzo. frixs)(Ar12e. fr122)).

PAw. X (Ayr1y2.w(Axyze.a(yy (bxy)(bx2)))(Ax1z2.a(y2(bx1)(bx2))))) :— P(X).

In this second-order ACG, 0(S) = o and o(P) = ((0*—0)—(0®*—0)—0)—o,
corresponding to o(S) = (0) and o(P) = (2,2) in the MLCFTG. In general,
a second-order ACG encoding an MLCFTG has complexity 4.

TR(ACG y,4)) 2 MLCFTL.

Since strings are unary tree contexts, we can also encode MCFGs with ACGs
in ACGy4) as a special case. This gives an alternative proof of

The inclusion of CFL, yCFTL, MCFL in ACG 32y, ACG(33), ACG (2 4),
respectively, was first proved by de Groote and Pogodalla (2004).

4 Characterization of String and Tree Generating
Power

A typed linear A-term over a string or tree signature in general stands for
a functional on strings and trees of higher type. A second-order term de-
notes a function, a third-order term denotes a function from functions to
strings/trees, etc. As one moves up the hierarchy ACGys ) of second-order
ACGs, more and more complex objects become available to grammars. Does
this increase in the complexity of objects handled by grammars lead to an
ever-growing hierarchy of string and tree language classes?

In 2006, Sylvain Salvati surprised the ACG community by showing that
the string language hierarchy collapses at complexity level 4 (Salvati 2007).
He was able to prove

STR(ACG 3,,)) € MCFL
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for all n. Since this fact implies
STR(ACG(3,)) = MCFL

for all n > 4, second-order ACGs joined the long list of grammar formalisms
characterizing the class of multiple context-free languages, widely equated
with the class of mildly context-sensitive languages. Since then, two alter-
native proofs of Salvati’s theorem have been found, and a similar result has
been established for the tree language hierarchy (Kanazawa 200x, Kanazawa
and Salvati 2007):

TR(ACG(3,n)) = MLCFTL for all n > 4.

The following method for the string case is from Kanazawa and Salvati
2007. .

Let M € Alin(Efrtrmg) be a linear A-term in n-long B-normal form such
that T’ l—zzmng M : a. We extract from M a tuple (w1, ..., wy,) of strings in

Y+ and a pure A-term P such that

I''z1:0—0,...,2:0—0F P:a,
Plzi = Jwi/liepm —p M.

We ensure m to be the minimal number for which there exist (w1, ..., wy,)
and P with these properties. Roughly, (w1, ..., w,,) consists of the maximal
consecutive strings of symbols from T that occur in M. In the following def-
inition, lh(w) denotes the length (i.e., number of components) of a sequence

—

W, and ~ denotes concatenation of sequences. The letters a and y range
over symbols in T and variables, respectively.

(awy,wa, ..., wy) if M starts with a constant and
tuple(aM) = tuple(M) = (w1, ..., wn),

(a)” tuple(M) otherwise,

pure(M) if M starts with a constant,

pure(aM) = {

z1(pure(M)[z; *= ziy1]1<i<m) otherwise, where m = lh(tuple(M)),

tuple(y M ... M,) = tuple(M;)" ..." tuple(M,),

pure(yM1 AN Mn) = le P Qn, where Q]’ = pure(Mj)[zi = Zi+2i;11 mk]lﬁiﬁmjv
my, = lh(tuple(My)),

tuple(\y.M) = tuple(M),

pure(Ay.M) = \y. pure(M)

17



For example, consider

M = Azyz.a(a(b(y(Az.b(c(z(cz))))(d(dz))))),
where a,b,c,d € T. Note
Fyains M : (0= 0) = ((0—0) = 0—0) >0 —o0.
We have
tuple(M) = (aab, be, ¢, dd),
pure(M) = Azyz.z1 (y(Az.22(2(232))) (242)).

Lemma 1. Let M be an n-long B-normal A-term in Alin(ESTtring) such that

Y1, - Yk g Fysiing M2 3, and let tuple(M) = (w1, ..., wm). Then the
T

following hold:

() y1:1, . Yg: QE, 21:0—0, ..., 2y, :0— 0 pure(M): (.

(i) pure(M)[z; == /wi/l1<i<m —p M.

k
(if) m < ;Qm " Zrair>.

Proof. Easy induction on M. For (iii), show that 2m < |G| + Zf:1|ai| -2
if the head of M is a variable.!? O]

Let G = (N, Esgring, o,P,S) be a second-order string-generating ACG.
We assume that all A-terms that appear on the left-hand side of rules in P
are in n-long G-normal form. For a € .7 ({0}), let P, be the set of pure linear
A-terms M in n-long S-normal form such that z;:0—o0,...,2z,:0—0F M :«
for some r < Ila|. Note that P, is finite for all a. Define an MCFG
G =N, T,a, PS5 as follows:

13Readers of Kanazawa 2006 may realize that this rather technical lemma is in fact
an application of interpolation. Let M|z1,...,z,] be a pure linear A-term such that
M\[al, ...yan] = M, where a1,...,a, € Y. Then tuple(M) and pure(M) may be com-
puted simply by applying the method of computing interpolants in Kanazawa 2006 to
Y1iQL, .o, Yk 1 Qe 10— 0, ..., Tn:0—0F Mz, ..., z,]:  with respect to the partition
(xr1:0—0,...,2n:0—0;y1 : O1,...,Yk : @) and replacing the variables z; by a; in the
interpolant thus found.
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e N' = {S'yU{(B,P) | B € N,P € P,p)}, where a((B,P)) =
[EV(P)].

e For each rule B(M) :— Bi(X1),...,B(X,) and P; € P,(p, with
[FV(P)| =r; (1 <i<n), P’ contains the rule
(B, pure(Q)) (tuple(Q)) i~
(Bly Pl)(xl,la o 7x1,7"1)7 ey (Bna Pn)(l‘n,l; ey xn,rn))

where
Q= |M[X1:=Pizj:=/15/l1<j<ry > Xni=Palzj=/2nj/l1<j<r]lp

and tuple(@), pure(Q) are defined with respect to the alphabet T U
{zijll1<i<nl<j<r}

e In addition, P contains the following rules:!*

S'(€) :— (S, Az.2). S'(z) :— (S, Az.212) ().

Lemma 2. Let T and ¥ be alphabets, and h: T — Ut be a non-erasing

homomorphism. For every n-long 3-normal A\-term M in Ahn(Zs;ring), we

have

pure(|Ma := /h(a)/laer|s) = pure(M),
tuple(|M[a := /h(a)/lacr|g) = tuple(M)[a := h(a)lacr-

Proof. Easy induction on M. O

Lemma 3. Let G = (N, Z‘ffxring, o,P,S) be a string-generating second-order
ACG generating L CY* and G' = (N, T, a,P',S") be the MCFG obtained
by the above construction. Then L(G') = L.

Proof. To show that L C L(G"), we prove by induction on derivations that
if F¢ B(M), then ¢ (B, pure(|M|g))(tuple(|M|g)). Suppose that the last
step of the derivation of ¢ B(M) is by the rule

B(M') :— B1(X1),..., Bu(X,).

14This construction produces an MCFG where some nonterminals have arity 0. Such
nonterminals can be removed from the grammar by a standard technique to obtain an
MCFG that is in accordance with our definition.
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Then there must be My, ..., M, such that M = M'[X1:=My, ..., Xp,:=M,)]
and Fg Bi(M;) (i = 1,...,n). Let P; = pure(|M;|3), (wi1,...,wip) =
tuple(\Mi]g), and Q = ’M/[Xl = P1 [Zj = /wl,j/]je[l,m]v PN ,Xn = Pn[z] =
/Tn,j/liera]llg- Then G’ contains the rule

(B, pure(Q))(tuple(Q)) :—
(Bl, Pl)(SCl,l, e ,xlyrl), cey (Bn, Pn)(.rn’l, ceey J:n,rn)-

By induction hypothesis, Fq (Bj, Pi)(wj1,...,w;,,) for i = 1,...,n, and
this implies
Far (B, pure(Q))(tuple(Q) [ := wi jlic[1,n] je[1,m:])-
Now
Q[ll?z',j = /wi,j/]z‘e[l,n],je[Lm}
=p M'[X1:= Pilzj = Jwij/ljenm)s - Xn = Palzg = fwni/]jen ]
—5 M'[ X1 :=|M|g,...,Xn:=|My,|g] by Lemma 1,

—5 M.
By Lemma 2, then, pure(|M|g) = pure(Q) and tuple(|M|g) =
tuple(Q)[zi; = wijlic[in] el Hence we  have b

(B, pure(|M|g))(tuple(|M|g)), as desired.

To show that L(G') C L, we prove by induction on derivations that
if For (B, P)(w1,...,wpy), then there is an M € Ay, (S3%""®) such that
¢ B(M) and M =g P[z; := /w;/]jc[1,m]- Suppose that the last step of the
derivation of ¢ (B, P)(wi,...,wy,) is by the rule
(Bv P)(vl’ cee ,Um) B (Blv Pl)(xl,la cee axlﬂ”l)v SRR (Bna Pn)(xn,b ceey xnﬂ"n)
and this rule came from the rule

B(M') :— B1(X1),..., Bu(X,)

of G. Then we must have ¢ (B, P)(wit,...,wiy,) (i = 1,...,n)
and  (vi,...,Um)[Ti; = wi,j]ie[17n]7je[17”] = (wy,...,wy,) for some
WL Tye s Wy ey Wnly- .o, WpN, Ty, Let

Q= |M'[X1:=Pilzj:= /x1j/ljenm]s - - - Xn = Pulzj = [2nj/ljen )l -

Then P = pure(Q) and (vy,...,v,) = tuple(Q). By induction hypothesis,
there are My, ..., M, € Alin(ES{frmg) such that ¢ B;(M;) and M; =g P;[z;:=
/wi,j/]je[l,n]' Then l_G’ B(M/[Xl = Ml, ce ,Xn = Mn]) and

M,[Xl = Ml,.. . ,Xn = Mn]
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=g M'[X1:= Pr[zj := Jwij/)jepi ] - - - » Xn = Pulzj i= [w0nj/]je[1,rn]]
=p Q[?Bi,j = /wi,j/]ie[l,n},je[l,m]
=p (Plzi = /vi/li<i<m)[@ij = wij/licnm)jenr) by Lemma 1,

= Plzi == /wi/licp,m)s

which completes the proof. O
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